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0. Introduction

The theory of Kleinian singularities is in relationship with the conjugacy classes of finite subgroups of \( SL(2, \mathbb{C}) \) and with Dynkin diagrams of type ADE. This relationship can be described by the following scheme:

\[
\begin{array}{c}
\text{Finite subgroups} \\
\Gamma \subset SL(2, \mathbb{C}) \\
\downarrow \\
\text{Kleinian singularities} \\
\mathbb{C}^2/\Gamma
\end{array}
\quad \leftrightarrow \quad
\begin{array}{c}
\text{Dynkin diagrams} \\
of type ADE \\
\downarrow \\
\text{minimal resolutions of} \\
\mathbb{C}^2/\Gamma.
\end{array}
\]

Klein [24] determined the structure of the quotient space \( \mathbb{C}^2/\Gamma \), where \( \Gamma \) is any finite subgroup of \( SL(2, \mathbb{C}) \). For each such subgroup \( \Gamma \) the algebra of invariant polynomials has three generators which are related by single equation. Thus \( \mathbb{C}^2/\Gamma \) can be realized as a subspace of \( \mathbb{C}^3 \) defined by a single equation. Here the origin is the unique singular point. We list these equations below:

- \( A_n : x^2 + y^2 + z^{n+1} \quad n \geq 1 \)
- \( D_n : x^2 + y^{n-1} + yz^2 \quad n \geq 4 \)
- \( E_6 : x^2 + y^3 + z^4 \)
- \( E_7 : x^2 + y^3 + yz^3 \)
- \( E_8 : x^2 + y^3 + z^5 \).

They correspond to \( \Gamma \) being a cyclic group, a dihedral group and the groups of the tetrahedron, the octahedron, and the icosahedron respectively. These singularities are usually called the Kleinian singularities.

Let \( \pi : \tilde{X} \longrightarrow X \) be the minimal resolution of Kleinian singularity \( X \). The exceptional fiber \( E \), the fiber of \( \pi \) over the singular point of \( X \), is known to be union of projective lines meeting transversally, and the graph whose vertices correspond to the irreducible components of \( E \), with two vertices joined if and only if the components intersect, is a Dynkin diagram of type ADE [21].

In 1979, McKay [26] constructed directly via representation theory the bijection in the first row of the diagram. Let \( \{ R_0, R_1, \ldots, R_n \} \) be the set of the isomorphism classes of the complex irreducible representations of \( \Gamma \) with \( R_0 \) the trivial representation. We construct a graph \( \Delta(\Gamma) \) as follows. The vertices
of the graph $\Delta(\Gamma)$ are indexed by the irreducible representations $R_0, R_1, \ldots, R_n$. Let

$$N \otimes R_i = \bigoplus_{j=0}^{n} R_j \otimes \mathbb{C}^{m_{ij}}$$

be the decomposition of $N \otimes R_i$ into irreducible representations, where $N$ is the natural 2-dimensional representation. Then we connect the vertex $i$ to the vertex $j$ by $m_{ij}$ arrows. Two arrows going in opposite directions are then replaced by an undirected edge. Then the corresponding graph is the extended Dynkin diagram. We call this graph the **McKay graph**.

A new approach to the **deformation and resolution theory of Kleinian singularities** was given by P. B. Kronheimer [12]. His construction starts directly from the finite group $\Gamma$ and uses hyper-Kähler quotient constructions. In 1996 Cassens and Slodowy [7] reformulated Kronheimer's results using geometric invariant theory.

Let $Q = (Q_0, Q_1, s, t)$ be a finite **quiver**, i.e. a finite set $Q_0 = \{1, 2, \ldots, n\}$ of vertices and a finite set $Q_1$ of arrows $a : s(a) \rightarrow t(a)$, where $s(a)$ and $t(a)$ denote the starting and terminating vertex of $a$, respectively.

A **representation** $X$ of $Q$ over $\mathbb{C}$ is a collection $(X_i)_{i \in Q_0}$ of finite dimensional $\mathbb{C}$-vector spaces together with a collection $(X(a) : X_{s(a)} \rightarrow X_{t(a)})_{a \in Q_1}$ of $\mathbb{C}$-linear maps. A **morphism** $\varphi : X \rightarrow Y$ between two representations is a collection $(\varphi_i : X_i \rightarrow Y_i)_{i \in Q_0}$ of $\mathbb{C}$-linear maps such that $\varphi_{t(a)}X(a) = Y(a)\varphi_{s(a)}$. The **dimension vector** of a representation $X$ of $Q$ is the vector

$$\dim X = (\dim X_1, \ldots, \dim X_n) \in \mathbb{N}^{Q_0}.$$ 

We denote the category of representations of $Q$ by $\text{Rep}(Q)$. If we identify any complex vector space of dimension $k$ with $\mathbb{C}^k$, then for any vector $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n) \in \mathbb{N}^{Q_0}$ we may view

$$\text{Rep}(Q, \alpha) := \bigoplus_{\alpha \in Q_1} \text{Hom}_{\mathbb{C}}(\mathbb{C}^{\alpha_{\alpha}}, \mathbb{C}^{\alpha_{\alpha}})$$

as the set of all representations of the quiver $Q$ of given dimension vector $\alpha$.

Let $GL(\alpha)$ be the algebraic group defined by

$$\prod_{i \in Q_0} GL(\alpha_i, \mathbb{C}).$$
This group acts on $\text{Rep}(Q, \alpha)$ by conjugation:

$$(g \cdot X(\alpha))_{\alpha \in Q_1} = (g_{\alpha} \cdot X(\alpha) \cdot g_{\alpha}^{-1})_{\alpha \in Q_1}.$$ 

Since the scalar subgroup $\mathbb{G}_m$ acts trivially, it is more natural to consider the quotient group $G(\alpha) := GL(\alpha)/\mathbb{G}_m$.

The set of isomorphism classes of representations of $Q$ with dimension vector $\alpha$ is in 1-1 correspondence with the set of $G(\alpha)$-orbits in $\text{Rep}(Q, \alpha)$. We consider the quotient space $\text{Rep}(Q, \alpha)/G(\alpha)$. It is equipped with a geometric structure by King [11] using the geometric invariant theory. We note that the characters of $G(\alpha)$ are given by

$$\chi_\theta : G(\alpha) \longrightarrow \mathbb{C}^*$$

$$(g)_{i \in Q_0} \longmapsto \prod_{i \in Q_0} [\det (g_i)]^{\theta_i},$$

for $\theta \in \mathbb{Z}^{Q_0}$ with $\sum_{i \in Q_0} \theta_i \alpha_i = 0$. Such a vector $\theta$ is considered as a function $\theta : \mathbb{Z}^{Q_0} \longrightarrow \mathbb{Z}$ by $\theta(\beta) := \sum_{i \in Q_0} \theta_i \beta_i$.

We consider two types of quotient of $\text{Rep}(Q, \alpha)$ by $G(\alpha)$. Let $\mathbb{C}[\text{Rep}(Q, \alpha)]$ be the coordinate ring of the variety $\text{Rep}(Q, \alpha)$. Then $\text{Rep}(Q, \alpha)/G(\alpha)$ is the variety whose coordinate ring is the invariant part of $\mathbb{C}[\text{Rep}(Q, \alpha)]$:

$$\text{Rep}(Q, \alpha)/G(\alpha) := \text{Specm}(\mathbb{C}[\text{Rep}(Q, \alpha)])^{G(\alpha)}.$$ 

Then we consider the graded ring

$$\mathbb{C}[\text{Rep}(Q, \alpha)]^{G(\alpha), \chi} := \bigoplus_{m=0}^{\infty} \mathbb{C}[\text{Rep}(Q, \alpha)]_{\chi^m}$$

where $\mathbb{C}[\text{Rep}(Q, \alpha)]_{\chi^m}$ denotes the subspace of $G(\alpha)$-semiinvariant with respect to $\chi^m$. Hence we define

$$\text{Rep}(Q, \alpha)/\chi G(\alpha) := \text{Projm} \left( \bigoplus_{m=0}^{\infty} \mathbb{C}[\text{Rep}(Q, \alpha)]_{\chi^m} \right).$$

This quotient is a projective variety [11]. There is a natural projective morphism

$$\text{Rep}(Q, \alpha)/\chi G(\alpha) \longrightarrow \text{Rep}(Q, \alpha)/G(\alpha).$$

This map is called the $\chi$-linear modification of $\text{Rep}(Q, \alpha)/G(\alpha)$. 
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By the general result in the geometric invariant theory, the quotient \( \text{Rep}(Q, \alpha) / / G(\alpha) \) has a geometric description as follows. We say that \( X \in \text{Rep}(Q, \alpha) \) is \( \chi \)-semistable if there exists \( f \in \mathbb{C}[\text{Rep}(Q, \alpha)]_{x^m} \) with \( m > 0 \) such that \( f(X) \neq 0 \). A point \( X \in \text{Rep}(Q, \alpha) \) is \( \chi \)-stable if there exists \( f \in \mathbb{C}[\text{Rep}(Q, \alpha)]_{x^m} \) with \( m > 0 \) such that \( f(X) \neq 0 \); the isotropy group \( G(\alpha)_X \) is finite, and the orbit \( G(\alpha) \cdot X \) is closed in the affine open subset \( \{ Y \in \text{Rep}(Q, \alpha) \mid f(Y) \neq 0 \} \). Then the variety \( \text{Rep}(Q, \alpha) / / G(\alpha) \) may be identified with the set of closed orbits of \( G(\alpha) \) in the set of \( \chi \)-semistable points.

Using the Hilbert-Mumford criterion [11, Prop. 3.1], the notion \( \chi_\theta \)-semistable (resp. \( \chi_\theta \)-stable) can be translated into the language of the representation of the quiver: A representation \( X \) is \( \chi_\theta \)-semistable (resp. \( \chi_\theta \)-stable) if and only if any non-trivial proper subrepresentation \( N \) of \( X \) satisfies \( \theta(\dim N) \leq 0 \) (resp. \( \theta(\dim N) < 0 \)).

The Lie algebra of \( GL(\alpha) \) is given by

\[
\text{End}(\alpha) := \prod_{i \in Q_0} \text{Mat}_\mathbb{C}(\alpha_i, \alpha_i).
\]

We may identify \( \text{Lie}(GL(\alpha)) \) with its dual via the trace pairing. Under this pairing the dual to \( \text{Lie}(GL(\alpha)) \) is identified with the trace zero matrices in \( \text{End}(\alpha) \). We denote the variety of trace zero matrices by \( \text{End}(\alpha)_0 \):

\[
\text{End}(\alpha)_0 := \{ A \in \text{End}(\alpha) \mid \sum_{i \in Q_0} \text{tr}(A_i) = 0 \}.
\]

Let \( \bar{Q} \) be the double quiver of \( Q \). Thus \( \bar{Q} \) has the same vertices as \( Q \) but the set of the edges is given by \( \{ a, a^* \mid a \in Q \} \), where \( s(a^*) = t(a) \) and \( t(a^*) = s(a) \). Then we consider the map

\[
\mu_\alpha : \text{Rep}(\bar{Q}, \alpha) \longrightarrow \text{End}(\alpha)_0
\]

given by

\[
(X(a), X(a^*))_{a \in Q_1} \longmapsto ( \sum_{a \in Q_1, s[a] = i} X(a) X(a^*) - \sum_{a \in Q_1, t[a] = i} X(a^*) X(a) )_{i \in Q_0}.
\]

Let \( Q(\Gamma) \) be the quiver obtained by choosing any orientation of the McKay graph \( \Delta(\Gamma) \). It is an extended Dynkin quiver with minimal positive imaginary root \( \delta \in \mathbb{N}^{Q_0} \) given by \( \delta_i = \dim R_i \). We call the double quiver \( \bar{Q}(\Gamma) \) of \( Q(\Gamma) \) the \textbf{McKay quiver of type} \( \Delta(\Gamma) \). Let \( Z_\delta = \text{End}(\alpha)_0 [G(\delta)] \) be center of \( \text{End}(\alpha)_0 \).
For any $z \in Z_\delta$ the reductive group $G(\delta)$ acts on the fiber $\mu_\delta^{-1}(z)$ since the $G(\delta)$-equivariance of $\mu_\delta$. By the general result in the geometric invariant theory [19] we can form an algebraic quotient $\mu_\delta^{-1}(Z_\delta)//G(\delta)$. Let $\Phi$ be the morphism

$$\Phi : \mu_\delta^{-1}(Z_\delta)//G(\delta) \longrightarrow Z_\delta$$

which is obtained from the universal property of the quotient

$$\begin{array}{ccc}
\mu_\delta^{-1}(Z_\delta) & \xrightarrow{\rho} & \mu_\delta^{-1}(Z_\delta)//G(\delta) \\
\downarrow \Phi & & \downarrow \Phi \\
Z_\delta & = & Z_\delta
\end{array}$$

The morphism $\Phi$ is a deformation of the Kleinian singularity.([12], [7])

Now we apply a linear modification to the construction above, i.e. for any character $\chi_\theta$ we obtain a diagram

$$\begin{array}{ccc}
\mu_\delta^{-1}(Z_\delta)//\chi_\theta G(\delta) & \xrightarrow{\pi_\chi} & \mu_\delta^{-1}(Z_\delta)//G(\delta) \\
\Phi_\chi \downarrow & & \Phi \downarrow \\
Z_\delta & = & Z_\delta
\end{array}$$

By Cassens and Slodowy ([7],[8]) for generic $\chi_\theta$ (i.e. $\theta(\beta) \neq 0$ for all $\beta$ satisfying $0 \neq \delta - \beta \in \mathbb{N} Q^0$) this diagram is a simultaneous resolution of $\Phi$. In particular

$$\pi : \mu_\delta^{-1}(0)//\chi_\theta G(\delta) \longrightarrow \mu_\delta^{-1}(0)//G(\delta)$$

is a minimal resolution of the Kleinian singularity $\mathbb{C}^2/\Gamma$.

The strategy for the proof of the above result does not give an analysis of exceptional components of $\pi$. It is the purpose of this work to give a detailed description of the exceptional set of the minimal resolution $\pi$.

A point in $\mu_\delta^{-1}(0)$ can be considered as a representation of the quotient algebra of the corresponding path algebra by the relation given by the equation $\mu_\delta = 0$.
\[
\Pi(Q(\Gamma)) = \mathbb{C}[\Gamma]/\left( \sum_{a \in Q(\Gamma)} aa^* - \sum_{b \in Q(\Gamma)} b^* b \right)_{i \in Q(\Gamma)_0}.
\]

Such an algebra is called \textbf{preprojective algebra of the quiver} \(Q(\Gamma)\). Therefore we would like write \(\text{Rep}(\Pi(Q(\Gamma)), \delta)\) for \(\mu^{-1}(0)\) and define \(\text{Rep}(\Pi(Q(\Gamma)), \delta)^{\sigma}\) as the \(\kappa_\theta\)-semistable part of \(\text{Rep}(\Pi(Q(\Gamma)), \delta)\). Our starting point is the following commutative diagram

\[
\begin{array}{ccc}
\text{Rep}(\Pi(Q(\Gamma)), \delta)^{\sigma} & \xrightarrow{\rho_0} & \text{Rep}(\Pi(Q(\Gamma)), \delta)^{\sigma}/G(\delta) \\
\downarrow \quad \pi & & \downarrow \quad \pi \\
\text{Rep}(\Pi(Q(\Gamma)), \delta) & \xrightarrow{\rho} & \text{Rep}(\Pi(Q(\Gamma)), \delta)/G(\delta) \cong \mathbb{C}^2/\Gamma
\end{array}
\]

where the maps \(\rho\) and \(\rho_0\) are the quotient maps, and \(\pi\) is the minimal resolution.

An element \(X = (X(a))_{a \in Q(\Gamma)} \in \text{Rep}(\Pi(Q(\Gamma)), \delta)\) is \textbf{nilpotent} if there exists an integer \(N \geq 2\) such that the composition \(X(a_{i_N}) \cdots X(a_{i_2})X(a_{i_1})\) is equal to zero for any sequence of arrows \(a_{i_1}, a_{i_2}, \ldots, a_{i_N} \in Q(\Gamma)\) such that \(t(a_{i_1}) = s(a_{i_N}), t(a_{i_2}) = s(a_{i_3}), \ldots, t(a_{i_{N-1}}) = s(a_{i_N})\). We denote \(\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\text{nil}}\) the subvariety consisting of all nilpotent elements of \(\text{Rep}(\Pi(Q(\Gamma)), \delta)\). The following theorem plays an important part in our work.

\textbf{Theorem 12.} The exceptional set of the resolution \(\pi\) is given by

\[
\pi^{-1}(0) = \rho_0(\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\text{nil}}^{\sigma}).
\]

Thus, to describe the exceptional set \(\pi^{-1}(0)\) of the resolution \(\pi\) we need to consider the nilpotent variety \(\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\text{nil}}^{\sigma}\). This variety is a particular case of the nilpotent variety \(\text{Rep}(\Pi(Q(\Gamma)), \alpha)_{\text{nil}}\) which is introduced by Lusztig [13]. It has pure dimension equal to \(\frac{1}{2} \dim \text{Rep}(\mathcal{Q}, \alpha)\). Hille [8] gave a formula determining the number of irreducible components of \(\text{Rep}(\Pi(Q(\Gamma)), \alpha)_{\text{nil}}\). In particular, this formula allows us to determine explicitly the number of irreducible components of the variety \(\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\text{nil}}\) except the case \(\Delta(\Gamma) = \mathbb{E}_6\).

The central result of the thesis is the description of the variety \(\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\text{nil}}\) in the cases \(\tilde{A}_n, \tilde{D}_k\) and \(\tilde{D}_k\). Furthermore we also describe explicitly the action of the Weyl group on the space of weights \(\mathbb{H}(\delta)\) in the case \(\tilde{A}_n\).
We say that two weights $\theta$ and $\theta'$ in the space of weights with respect to the dimension vector $\delta$

$$\mathbb{H}(\delta) := \{ \theta \in \mathbb{Z}^I \mid \theta(\delta) := \sum \theta_i \delta_i = 0 \}$$

are $\delta$-equivalent if for any $X$ in $\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\text{nil}}$ $X$ is $\theta$-stable if and only if $X$ is $\theta'$-stable and for any $X$ in $\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\text{nil}}$ $X$ is $\theta'$-semistable if and only if $X$ is $\theta'$-semistable. We can also define the wall system with respect to dimension vector $\delta$. That is the minimal set of hyperplanes $\{W_i\}_{i \in I}$ in $\mathbb{H}(\delta)$, where $I$ is a finite index set, with the following property: whenever two generic weights $\theta$ and $\theta'$ in $\mathbb{H}(\delta)$ lie on the same side of each of these hyperplanes $W_i$, then they are $\delta$-equivalent.

Let $X$ and $Y$ be two varieties of the same dimension. We say that the variety $X$ meets the variety $Y$ if and only if $\text{codim}(X \cap Y) = 1$. Let $X$ be a reducible variety which has pure dimension $n$. We define the intersection diagram $\Gamma(X)$ with respect to $X$ as follows: Associate to each irreducible component $X_i$ a vertex $i \in \Gamma(X)$. Vertices $i$ and $j$ are connected by an edge if the component $X_i$ meets the component $X_j$.

We first consider the variety $\text{Rep}(\Pi(\tilde{A}_{n-1}), \delta)_{\text{nil}}$. We investigate the action of symmetric group on the space of weights $\mathbb{H}(\delta)$ and construct the wall system in $\mathbb{H}(\delta)$. We describe the intersection behaviours of the irreducible components of $\text{Rep}(\Pi(\tilde{A}_{n-1}), \delta)_{\text{nil}}$ and put it in relationship with Kleinian singularity of type $A_n$.

Let $Q(\Gamma)$ be the McKay quiver of type $\tilde{A}_{n-1}$ with $n \geq 2$. We assume that $Q(\Gamma)$ has the set of vertices $Q(\Gamma)_0 = \mathbb{Z}/n = \{1, 2, \ldots, n\}$, and consists of arrows: $\alpha_i : i + 1 \rightarrow i$, $\alpha^*_i : i \rightarrow i + 1$, $i \in I$. Let $\Omega$ be the set of all arrows $\alpha_i$. The nilpotent variety $\text{Rep}(\Pi(\tilde{A}_{n-1}), \delta)_{\text{nil}}$ has $2^n - 2$ irreducible components. Each component has the form

$$C_I := \text{Cl}\{(a_{i, a^*_i})_i \in \bigoplus_{i=1}^n \mathbb{C}^2 \mid a_{i}^* = 0 \text{ if } \alpha_i \in I; \quad a_j = 0 \text{ if } \alpha_j \notin I \}$$

where $I$ is a subset of $\Omega$ such that $\emptyset \neq I \neq \Omega$. We say that $C_I$ is a component of type $k$ if $|I| = k$ and write $C_{\{i_1, i_2, \ldots, i_k\}}$ for $C_{\{\alpha_{i_1}, \alpha_{i_2}, \ldots, \alpha_{i_k}\}}$.

Let $\delta_{i,j}$ be the non-trivial proper subdimension vectors of $\delta$ given by

$$\delta_{i,j} := \left(0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0\right), \quad 1 \leq i < j \leq n.$$
Then we define hyperplanes

\[ W_{i,j} := \{ \theta \in \mathbb{H}(\delta) \mid \theta(\delta_{i,j}) = 0 \}. \]

The action of symmetric group on \( \mathbb{H}(\delta) \), the \( \delta \)-equivalence classes and the wall system are described in the following theorem:

**Theorem 13.** 1) The symmetric group \( S_n \) acts on the space of weights \( \mathbb{H}(\delta) \) by reflections with respect to the hyperplanes \( W_{i,j} \) dividing \( \mathbb{H}(\delta) \) in \( n! \) chambers:

\[
\Theta(\sigma) := \{ \theta \in \mathbb{H}(\delta) \mid \sum_{l=1}^{\sigma[1]} \theta_l < \sum_{l=1}^{\sigma[2]} \theta_l < \cdots < \sum_{l=1}^{\sigma[n]} \theta_l \}, \quad \sigma \in S_n.
\]

The resulting action of \( S_n \) on the set of these \( n! \) chambers is simply transitive.

2) For each generic \( \theta \in \Theta(\sigma) \) there are exactly \((n-1)\) \( \theta \)-stable components of the nilpotent variety \( \text{Rep}(\Pi(\tilde{A}_{n-1}), \delta)_{\text{nill}} \) which are

\[ C_{\{\sigma(1), \sigma(2), \ldots, \sigma(i)\}}, \quad i = 1, 2, \ldots, n - 1. \]

3) For each generic \( \theta \in \Theta(\sigma) \) the corresponding \( \delta \)-equivalence class of \( \theta \) is the chamber \( \Theta(\sigma) \).

4) The set of hyperplanes \( \{W_{i,j}\}_{1 \leq i < j \leq n} \) forms the wall system in \( \mathbb{H}(\delta) \).

Let \( \Gamma(\tilde{A}_{n-1}) \) denote the intersection diagram of the variety \( \text{Rep}(\Pi(\tilde{A}_{n-1}), \delta)_{\text{nill}} \). Then \( \Gamma(\tilde{A}_{n-1}) \) relates with the intersection diagram of the resolution of the Kleinian singularity of type \( A_{n-1} \) by the following theorem:

**Theorem 14.** 1) For each permutation \( \sigma \in S_n \) the map \( \varphi_\sigma \) given by

\[
\varphi_\sigma : 1 - 2 \cdots n-1 \quad \longrightarrow \quad \Gamma(\tilde{A}_{n-1})
\]

\[
\begin{array}{c}
\bullet & 1
\end{array} \quad \longmapsto \quad \varphi_\sigma(k) := C_{\{\sigma(1), \sigma(2), \ldots, \sigma(k)\}},
\]

gives an embedding of the Dynkin diagram \( A_{n-1} \) into the intersection diagram \( \Gamma(\tilde{A}_{n-1}) \).

2) For each \( \theta \in \Theta(\sigma) \) the intersection diagram of the exceptional set of the resolution

\[ \text{Rep}(\Pi(\tilde{A}_{n-1}), \delta)^{\theta} / / G(\delta) \longrightarrow \text{Rep}(\Pi(\tilde{A}_{n-1}), \delta) / / G(\delta) \]

is the Dynkin diagram \( A_{n-1} \).
We denote $\text{Rep}(\tilde{\mathbb{A}}_{n-1}), \delta_{\text{w-nil}}$ the subvariety consisting of all \textbf{locally nilpotent elements} of $\text{Rep}(\tilde{\mathbb{A}}_{n-1}), \delta^1$ (see definition in Sect. 5.1). Let $\Gamma(\tilde{\mathbb{A}}_{n-1})_w$ be the intersection diagram of $\text{Rep}(\tilde{\mathbb{A}}_{n-1}), \delta_{\text{w-nil}}$. It is obtained from the intersection diagram $\Gamma(\tilde{\mathbb{A}}_{n-1})$ by adding two vertices which correspond to the components $C_\varnothing$ and $C_\Omega$. Then the intersection diagram $\Gamma(\tilde{\mathbb{A}}_{n-1})_w$ is described as follows:

**Theorem 16.** The intersection diagram $\Gamma(\tilde{\mathbb{A}}_{n-1})_w$ is a skeleton of a $n$-dimensional cube $H^n$. Its vertices are the vertices of the cube $H^n$ and its edges are the edges of the cube $H^n$.

Let $\text{Rep}(\Pi(\tilde{\mathbb{D}}_4), \delta)_{\text{stab}}$ denote the stable part of the variety $\text{Rep}(\Pi(\tilde{\mathbb{D}}_4), \delta)_{\text{nil}}$. The $\text{Rep}(\Pi(\tilde{\mathbb{D}}_4), \delta)_{\text{stab}}$ has 48 irreducible components. Then the intersection diagrams $\Gamma(\tilde{\mathbb{D}}_4)$ of $\text{Rep}(\Pi(\tilde{\mathbb{D}}_4), \delta)_{\text{stab}}$ is described as follows:

**Theorem 18.** The intersection diagram $\Gamma(\tilde{\mathbb{D}}_4)$ has 48 vertices. They are arranged in a 4-dimensional cube $H^4$ as follows.

The 16 vertices correspond to the vertices $O_{i}^1$, $i = 1, \ldots, 16$, of $H^4$. The 24 vertices correspond to the centers $O_{j}^2$, $j = 1, \ldots, 24$, of the 2-facets of $H^4$. The 8 vertices correspond to the centers $O_{k}^3$, $k = 1, \ldots, 8$, of the 3-facets of $H^4$.

Vertices $O_{i}^1$ and $O_{j}^2$ are connected by an edge if the vertex $O_{i}^1$ belongs to a 2-facet whose center is $O_{j}^2$.

Vertices $O_{k}^3$ and $O_{j}^2$ are connected by an edge if the 2-facet whose center is $O_{j}^2$ belongs to a 3-facet whose center is $O_{k}^3$.

The $\text{Rep}(\Pi(\tilde{\mathbb{D}}_5), \delta)_{\text{stab}}$ has 162 irreducible components. The intersection diagrams $\Gamma(\tilde{\mathbb{D}}_5)$ of $\text{Rep}(\Pi(\tilde{\mathbb{D}}_5), \delta)_{\text{stab}}$ is described as follows:

**Theorem 20.** The intersection diagram $\Gamma(\tilde{\mathbb{D}}_5)$ has 162 vertices. They are arranged in a 5-dimensional cube $H^5$ as follows.

The 32 vertices corresponds to the vertices $O_{i}^1$, $i = 1, \ldots, 32$, of $H^5$. The 80 vertices correspond to the centers $O_{j}^2$, $j = 1, \ldots, 80$, of the 2-facets, of $H^5$. The 40 vertices correspond to the centers $O_{k}^3$, $k = 1, \ldots, 40$, of the 3-facets, of $H^5$. The 10 vertices correspond to the centers $O_{h}^4$, $h = 1, \ldots, 10$, of the 4-facets, of $H^5$.  
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Vertices $O_i^1$ and $O_j^2$ are connected by an edge if the vertex $O_i^1$ belongs to a 2-facet whose center is $O_j^2$.

Vertices $O_k^3$ and $O_j^2$ are connected by an edge if the 2-facet whose center is $O_j^2$ belongs to a 3-facet whose center is $O_k^3$.

Vertices $O_h^4$ and $O_k^3$ are connected by an edge if the 3-facet whose center is $O_k^3$ belongs to a 4-facet whose center is $O_h^4$.

**CONJECTURE.** One may hope that the following statements might be true:

1) The number of stable components of $\text{Rep}(\Pi(\mathcal{D}_h), \delta)_{\text{nil}}$ is

$$\sum_{k=0}^{n-1} \binom{k}{n} 2^{n-k}$$

where $\binom{k}{n} 2^{n-k}$ is the number of k-facets in a n-dimensional cube $H^n$.

2) One can describe the intersection diagram $\Gamma(\mathcal{D}_h)$ by induction on n the intersection diagram $\Gamma(\mathcal{D}_h)$.

The thesis is organized as follows. In Section 1 we shall give a quick review of the definition of Kleinian singularities. In Section 2 we shall introduce the deformation and resolution theory of singularities. In Section 3 we collect the basic notations and definitions of the representation theory of quivers. In Section 4 we present the main results from the deformation and resolution theory of the Kleinian singularities which are related to quiver varieties. These results are given by Kronheimer, Cassens and Slodowy. In Section 5 we say about the nilpotent and stable representations of quivers and related results. These results are given by Lusztig and Hille. We explain how these results apply to a description of the exceptional set of the minimal resolution of Kleinian singularity. In Section 6 we describe explicitly the intersection diagram $\Gamma(\mathcal{A}_{n-1})$ and consider action of the Weyl group on the space of weights $\mathbb{H}(\delta)$. In Section 7 we shall describe the intersection diagrams $\Gamma(\mathcal{D}_k)$ and $\Gamma(\mathcal{D}_h)$. 
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NOTATIONS. We list a few notations that will be used throughout this thesis.

\( \mathbb{N} \) set of natural numbers
\( \mathbb{Z} \) set of integers
\( \mathbb{Q} \) set of rational numbers
\( \mathbb{R} \) set of real numbers
\( \mathbb{C} \) set of complex numbers
\( \mathbb{C}^* \) multiplicative group of complex numbers \( \neq 0 \)
\( \mathbb{C}^n \) numerical complex vector space of dimension \( n \)
\( \subseteq \) strict inclusion
\( \mathbb{C}[x_1, x_2, \ldots, x_n] \) polynomial ring over \( \mathbb{C} \)
\( GL(n, \mathbb{C}) \) general linear group
\( SL(n, \mathbb{C}) \) special linear group
\( \mathbb{I}_n \) unit matrix of dimension \( n \)
\( \mathbb{G}_m \) scalar subgroup
\( \mathbb{A}^n \) affine \( n \)-space over \( \mathbb{C} \)
\( \mathbb{P}^n \) projective \( n \)-space over \( \mathbb{C} \)
\( \mathbb{C}[X] \) coordinate ring of \( X \)
\( R^G \) ring of invariants
\( X//G \) quotient of \( X \) by \( G \)
\( X//X^\chi G \) quotient the \( \chi \)-semistable part of \( X \) by \( G \)
\( \overline{X}, \text{Cl}(X) \) closure of \( X \)
\( X^\text{stab} \) stable part of \( X \)
\( \text{Specm } \mathbb{R} \) maximal spectrum of \( \mathbb{R} \)
\( \text{Projm } \mathbb{R} \) homogeneous maximal spectrum of the graded ring \( \mathbb{R} \)
\( \text{Hom}(\mathbb{M},\mathbb{N}) \) homomorphism group
\( \text{End}(\mathbb{R}) \) endomorphism ring = \( \text{Hom}(\mathbb{R},\mathbb{R}) \)
\( \mathbb{C}Q \) path algebra of the quiver \( Q \)
\( \Pi(Q) \) preprojective algebra of the quiver \( Q \)
\( \text{Rep}(Q) \) category of representations of the quiver \( Q \)
\( \mathbb{C}Q\text{-mod} \) category of finite dimensional \( \mathbb{C}Q\)-modules
\( \Delta(\Gamma) \) McKay graph associated to a finite subgroup \( \Gamma \) of \( SL(2, \mathbb{C}) \)
\( \mathcal{Q}(\Gamma) \) McKay quiver of type \( \Delta(\Gamma) \)
\( \mathbb{H}(d) \) the space of weights with respect to the dimension vector \( d \)
\( \Gamma(X) \) intersection diagram of \( X \)
\( G \cdot X \) orbit of \( X \) by \( G \)
\( G_X \) stabilizer of \( X \)
The author is grateful to C.-F. Bödigheimer and L. Hille for their great help to the thesis. The author also thanks KAAD for financial support.
1 Kleinian Singularities

1.1 Singularities

Let $X \subset \mathbb{C}^n$ be an algebraic or analytic variety defined by the vanishing of polynomial or analytic functions

$$X = V(f_1, f_2, \ldots, f_k) = \{z \in \mathbb{C}^n | f_1(z) = f_2(z) = \ldots = f_k(z) = 0\}.$$

**Definition.** A point $x \in X$ is called **regular** if there exists a neighborhood of $x \in X$ is isomorphic to a complex manifold (isomorphism in the category of analytic varieties).

A point $x \in X$ is called **singular** if it is not regular.

A point $x \in X$ is called **isolated singular** if it is singular and all near-by points are regular.

**Theorem 1** [18] Let $X \subset \mathbb{C}^3$ is a hypersurface

$$X = V(f) = \{(x, y, z) \in \mathbb{C}^3 | f(x, y, z) = 0\}.$$

$f: \mathbb{C}^3 \rightarrow \mathbb{C}$ a polynomial or analytic, $f(0) = 0$, $f$ square-free, then $0 \in X$ is a isolated singularity iff

$$(i) \quad \frac{\partial f}{\partial x}(0) = \frac{\partial f}{\partial y}(0) = \frac{\partial f}{\partial z}(0) = 0$$

$$(ii) \quad \dim_{\mathbb{C}} \mathbb{C}\{x, y, z\} / (\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, \frac{\partial f}{\partial z}) < \infty$$

where $\mathbb{C}\{x, y, z\}$ denotes the ring of the convergent power series in $x, y, z$.

**Example.** Let $S = \{y^2 - zx^2 = 0\}$ be the variety in $\mathbb{C}^3$. This variety has clearly singularity in 0. It is non-isolated singularity because $\mathbb{C}\{x, y, z\} / (y, x^2, xz)$ has a infinite basis $\{1, x, z^2, \ldots, z^n, \ldots\}$.

**Example.** Let $C = \{y^2 - x^3 = 0\}$ be the variety in $\mathbb{C}^2$. This variety has isolated singularity in 0.
1.2 Kleinian singularities

Let $\Gamma$ be a nontrivial finite subgroup of $SL(2, \mathbb{C})$. The action of the group $\Gamma$ on $\mathbb{C}^2$ by matrix multiplication induces an action on the $\mathbb{C}$-algebra $\mathbb{C}[u, v]$ of all polynomials in 2 variables by means of

\[(\gamma, f(z)) \rightarrow f(\gamma z) \quad \text{for} \quad \gamma \in \Gamma \quad \text{and} \quad z \in \mathbb{C}^2.\]

**Theorem 2** [23] The $\mathbb{C}$-algebra $\mathbb{C}[u, v]^\Gamma$ of $\Gamma$-invariant polynomials on $\mathbb{C}^2$ is generated by three fundamental generators $X$, $Y$, $Z$, satisfying a relation $R(X, Y, Z) = 0$, where $R$ is a polynomial on $\mathbb{C}^3$.

Here is the list of the finite subgroups $\Gamma \in SL_2(\mathbb{C})$ and the corresponding relations:

<table>
<thead>
<tr>
<th>$\Gamma$</th>
<th>$C_n$</th>
<th>$D_n$</th>
<th>$T$</th>
<th>$O$</th>
<th>$I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>$x^2 + y^2 + z^2$</td>
<td>$x^4 + y^4 + z^4$</td>
<td>$x^6 + y^6 + z^6$</td>
<td>$x^8 + y^8 + z^8$</td>
<td>$x^{10} + y^{10} + z^{10}$</td>
</tr>
<tr>
<td>$</td>
<td>\Gamma</td>
<td>$</td>
<td>$n$</td>
<td>$4n$</td>
<td>$24$</td>
</tr>
</tbody>
</table>

where $C_n$ is cyclic group of order $n$, and $D_n$, $T$, $O$, $I$ are binary dihedral, tetrahedral, octahedral, icosahedral groups.

Geometrically, the theorem means that the quotient variety $\mathbb{C}^2/\Gamma$ may be viewed as a hypersurface in $\mathbb{C}^3$ given by the equation $R(X, Y, Z) = 0$:

\[\mathbb{C}^2/\Gamma = \{ (X, Y, Z) \in \mathbb{C}^3 | R(X, Y, Z) = 0 \} .\]

The hypersurface $\mathbb{C}^2/\Gamma$ has an isolated singularity at the origin. This singularity is called **Kleinian singularity**.
**Example.** Let $\Gamma$ be the cyclic of order $n$ which is generated by the matrix $\text{diag}(\epsilon, \epsilon^{-1})$, where $\epsilon$ is a $n$-th primitive root of 1. The basis invariants are expressed in terms of the variables $(u,v)$ in $\mathbb{C}^2$ as follows: $X = uv$, $Y = u^n$, $Z = v^n$. They are related by $X^n = YZ$. 
2 Deformation and resolution theory of singularities

2.1 Deformation of singularities

Definition. Let $S$ be a variety. A deformation of $S$ consists of a pair $(\chi, i)$ where $\chi : X \longrightarrow (U, u)$ is flat morphism (i.e. all fibers have the same dimension) of varieties and $i : S \longrightarrow \chi^{-1}(u)$ is an isomorphism of $S$ onto the special fibre of $X$ over $u$.

$X$ is called the total space and $U$ the base of the deformation $\chi$.

Let $(\chi, i)$ be a deformation of $S$, and let $\varphi : (U, u) \longrightarrow (U_1, u_1)$ be a morphism of pointed varieties (i.e. $\varphi(u_1) = u$). Then the pull-back

$$
\begin{array}{ccc}
X \times_U U_1 & \overset{pr_1}{\longrightarrow} & X \\
\varphi^*(\chi) \downarrow & & \downarrow \chi \\
(U_1, u_1) & \overset{\varphi}{\longrightarrow} & (U, u)
\end{array}
$$

gives another deformation of $S$ which is called the induced deformation by the base change $\varphi$.

Two deformations $(\chi, i)$ and $(\chi', i')$ of $S$ over the same base $(U, u)$ are called isomorphism if there exist an isomorphism $\phi : X \longrightarrow X'$ of the total spaces such that the following diagram is commutative

$$
\begin{array}{ccc}
X & \overset{\phi}{\longrightarrow} & X' \\
\downarrow \chi & & \downarrow \chi' \\
(U, u) & & (U, u).
\end{array}
$$

Definition. A deformations $(\chi, i)$ of $S$ is called semi-universal if the following conditions hold:

i) Up to isomorphism any deformation of $S$ can be induced from $(\chi, i)$ by
means of some base change $\varphi : (U', u') \longrightarrow (U, u)$.

ii) The differential $D_{u'} : T_u U' \longrightarrow T_u U$ of $\varphi$ at $u'$ is uniquely determined.

**Theorem 3** [24] Let $S = \{ f = 0 \} \in \mathbb{C}^n$ be a hypersurface with an isolated singularity at 0. Then a semi-universal deformation of $S$ is given by

$$X = \{ (z, u) \in \mathbb{C}^n \times \mathbb{C}^r | f(z) = \sum_{i=0}^r u_i b_i(z) \}$$

$$\chi = pr_2$$

$$(\mathbb{C}^r, 0)$$

$$i : S \hookrightarrow X, \quad z \longmapsto (z, 0)$$

where $b_1, b_2, \ldots, b_r$ are a basis of space

$$\mathbb{C}[z_1, z_2, \ldots, z_n] / \langle f, \frac{\partial f}{\partial z_1}, \ldots, \frac{\partial f}{\partial z_n} \rangle.$$

**Example.** Let $S = \{ x^{n+1} - (y^2 + z^2) \}$ be the singularity of type $A_n$. Then $\mathbb{C}[x, y, z] / \langle x^n, y, z \rangle$ has a basis $\{1, x, x^2, \ldots, x^{n-1}\}$. Thus, a semi-universal deformation of $S$ is given by

$$X = \{ (x, y, z, u_1, u_2, \ldots, u_n) \in \mathbb{C}^{3+n} | x^{n+1} + \sum_{i=1}^n u_i x^{n-i} - y^2 - z^2 = 0 \}$$

$$\chi = pr_2$$

$$(\mathbb{C}^n, 0).$$

### 2.2 Resolution of singularities

**Definition.** Let $S$ be a variety with set of regular points $S^{\text{reg}}$ dense in $S$ and set of singularities $S^{\text{sing}} = S \setminus S^{\text{reg}}$. A **resolution of singularities** or **desingularization** of $S$ is a morphism $\pi: \tilde{S} \longrightarrow S$ (in the category of algebraic or analytic varieties) with the following properties

a) $\tilde{S}$ is smooth, i.e. $\tilde{S} = \tilde{S}^{\text{reg}},$

b) $\pi$ is proper, i.e. $\pi^{-1}(K)$ is compact if $K \subset S$ is compact,

c) $\pi : \pi^{-1}(S^{\text{reg}}) \longrightarrow (S^{\text{reg}})$ is an isomorphism.
The set \( E = \pi^{-1}(S^\text{ens}) \) is called the \textbf{exceptional set} of the resolution \( \pi \).

A resolution \( \pi: \tilde{S} \rightarrow S \) is called \textbf{minimal} if it has the property that any other resolution \( \pi': \tilde{S}' \rightarrow S \) there is a unique morphism \( \varphi: \tilde{S}' \rightarrow \tilde{S} \) with \( \pi \circ \varphi = \pi' \).

\[
\begin{array}{ccc}
\tilde{S}' & \xrightarrow{\varphi} & \tilde{S} \\
\pi \swarrow & & \searrow \pi \\
S & & S
\end{array}
\]

It follows that the minimal resolution is unique up to isomorphism.

Using the blowing-up procedure we shall describe resolutions of singularities in some simple cases. Let

\[
B(0, \mathbb{C}^n) = \{(x, [y]) \in \mathbb{C}^n \times \mathbb{P}^{n-1} | x \in [y]\}
\]

\[
= \{(x_1, \ldots, x_n), (y_1 : \ldots : y_n) \in \mathbb{C}^n \times \mathbb{P}^{n-1} | x_i^j y_j - x_j y_i, i, j = 1, \ldots, n\}.
\]

The first projection \( \varphi: B(0, \mathbb{C}^n) \rightarrow \mathbb{C}^n \) is called the \textbf{blow-up} of \( 0 \in \mathbb{C}^n \). One has

\[
\varphi^{-1}(x) = \{(x, [x]) \in \mathbb{C}^n \times \mathbb{P}^{n-1} \} \simeq \{(x)\} \in \mathbb{P}^{n-1} \quad \text{for} \quad x \neq 0.
\]

and

\[
\varphi^{-1}(0) = \{0\} \times \mathbb{P}^{n-1} \simeq \mathbb{P}^{n-1}.
\]

Thus \( \varphi \) induces an isomorphism

\[
\varphi: B(0, \mathbb{C}^n) \setminus \varphi^{-1}(0) \rightarrow \mathbb{C}^n \setminus \{0\}.
\]

The point \( 0 \in \mathbb{C}^n \) is replaced in \( B(0, \mathbb{C}^n) \) by the projective space \( \mathbb{P}^{n-1} \) of all lines through 0.

Let \( S \subset \mathbb{C}^n \) be a subvariety with \( 0 \in S \). The restriction

\[
\varphi_S := \varphi_{|\varphi^{-1}(S)}: \varphi^{-1}(S) \rightarrow S
\]

is called the blow-up of \( 0 \in S \). The \( \varphi_S^{-1}(S) \) is called the \textbf{total transform} of \( S \). The (Zariski-)closure of \( \varphi^{-1}(S \setminus \{0\}) \) is called the \textbf{proper transform} of \( S \). The \( \varphi_S^{-1}(0) \) is called the \textbf{exceptional divisor} of \( \varphi_S \).
To calculate the blowing-up we give a local form of $\varphi$. We cover $\mathbb{P}^{n-1}$ by $n$
standard affine charts

$$U_i = \{(x_1: \ldots : 1: \ldots : x_n) \in \mathbb{P}^{n-1}\} \simeq \mathbb{C}^{n-1}, i = 1, 2, \ldots, n.$$

This covering induces a covering of $B(0, \mathbb{C}^n)$

$$B(0, \mathbb{C}^n) = \bigcup_{i=1}^{n} \varphi_i^{-1}(U_i) := \bigcup_{i=1}^{n} \tilde{U}_i.$$

We construct an isomorphism $\mathbb{C}^n \simeq \tilde{U}_i$. Then restriction $\varphi_i = \varphi|_{\tilde{U}_i}$ of $\varphi$ on $\tilde{U}_i$
is described as follows

$$
\begin{aligned}
(y_1, \ldots, y_n) &\mapsto ((y_1: \ldots : 1: \ldots : y_n) y_i, (y_1: \ldots : 1: \ldots : y_n)) \in \tilde{U}_i \\
&\varphi_i \\
&\mapsto ((y_1, \ldots, 1, \ldots, y_n) y_i).
\end{aligned}
$$

**Theorem 4 (Hironaka)** Any variety may be desingularized by successive blow-up of point and normalization.

**Examples.** 1) Let $C$ be the variety in $\mathbb{C}^2$

$$C = \{x^4 - y^2 = 0\}.$$

We choose the chart $\tilde{U}_i$. In this chart the blowing up $\varphi_1$ is given by

$$\varphi_1(x, u) = (x, xu)$$

We have

$$
\begin{aligned}
\varphi_1^{-1}(C) &= \{(x, u) \in \tilde{U}_i | x^4 - x^2u^2 = 0\} \\
&= \{x = 0\} \cup \{u = x\} \cup \{u = -x\}
\end{aligned}
$$
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for the total transform of $C$. The proper transform $C_1 = \varphi^{-1}_1(C \setminus \{0\})$ consists of the two lines $u = x$ and $u = -x$. The $C_1$ has an isolated singularity in 0. We blow again up. We choose also chart $\widetilde U_1$ as before. In this chart the blowing up $\psi_1$ is given by

$$\psi_1(x, v) = (x, xv)$$

The total transform of $C_1$ is

$$\psi^{-1}_1(C_1) = \{(x, v) \in \widetilde U_1 | x^2 - x^2 v^2 = 0\}$$

$$= \{x = 0\} \cup \{v = 1\} \cup \{v = -1\}.$$  

The proper transform $\varphi^{-1}_1(C_1 \setminus \{0\})$ consists of the two lines $v = 1$ and $v = -1$. It has no more singularity. Thus, by iterated application of the blowing-up procedure the curve $C \in \mathbb{C}^2$ can be transformed to a smooth curve.

2) Let $S$ be the variety in $\mathbb{C}^3$

$$S = \{4x^4 - 5x^2y^2 + y^4 + z^2 = 0\}$$

We choose the chart $\widetilde U_1$. In this chart the blowing up $\varphi_1$ is given by

$$\varphi_1(x, v, w) = (x, xv, xw)$$

The total transform of $S$ is

$$\varphi^{-1}_1(S) = \{(x, v, w) \in \widetilde U_1 | 4x^4 - 5x^2v^2 + x^4v^4 + x^2w^2 = 0\}$$

$$= \{x = 0\} \cup \{4x^2(4 - 5v^2 + v^4) + w^2 = 0\}.$$  

The proper transform $S_1 = \varphi^{-1}_1(S \setminus \{0\})$ has a non-isolated singularity along the exceptional divisor $\varphi^{-1}_1(S) \cap \{x = 0\}$. Here we have to use normalization. Note that $t = w/x$ is an element of the field of fractions of $\mathbb{C}[S_1] = \mathbb{C}[x, v, w]/(x^2(4 - 5v^2 + v^4) + w^2)$

which is integral over $\mathbb{C}[S_1] :$

$$t^2 = -(v^4 - 5v^2 + 4).$$

We define the map $\alpha$ by

$$\alpha : \mathbb{C}^3 \longrightarrow \widetilde U_i, (x, v, t) \longmapsto (x, v, tx).$$

Then we have

$$\alpha^{-1}(S_1) = \{x^2(4 - 5v^2 + v^4 + t^2) = 0\}$$

$$= \{x^2 = 0\} \cup \{4 - 5v^2 + v^4 + t^2 = 0\}$$

$$= \{x^2 = 0\} \cup \mathcal{S}_1.$$
The smoothness of \( \tilde{S}_1 \) follows that \( \alpha|_{\tilde{S}_1} : \tilde{S}_1 \rightarrow S_1 \) is a normalization of \( S_1 \). Thus, the map \( \pi = \varphi_1 \circ \alpha : \tilde{S}_1 \rightarrow S \) give a resolution of singularity of \( S \).

The Kleinian singularities and the Dynkin diagrams are closely related. The following theorem says about that due to Du Val.

**Theorem 5** [21] 1) Let \( \pi : \tilde{S} \rightarrow S \) be the minimal resolution of a Kleinian singularity. Then the exceptional set of \( \pi \) is a union of smooth rational curves

\[
\pi^{-1}(0) = C_1 \cup \cdots \cup C_r, C_i \simeq \mathbb{P}^1.
\]

All self-intersection \( C_iC_j \) are -2 (i.e the normal bundle \( N_{C_i}|_{\tilde{S}} \) of \( C_i \) in \( \tilde{S} \) is isomorphic to \( O_{\mathbb{P}^1}(-2) \)) and pairwise intersections are transversal. The intersection matrix \( (C_iC_j)_{ij}, i, j = 1, 2, \ldots, n \), is the negative of a cartan matrix of \( A_n, D_n \) and \( E_n \).

2) Conversely, let \( \pi : \tilde{S} \rightarrow S \) be the minimal resolution of a isolated surface singularity and assume that \( \pi^{-1}(0) \) satisfies the properties as in i). Then \( S \) is a Kleinian singularity.

Here is list of Kleinian singularities \( \mathbb{C}^2/\Gamma \), and their Dynkin diagrams \( \Delta(\Gamma) \).

<table>
<thead>
<tr>
<th>( \Gamma )</th>
<th>Type of ( \Delta(\Gamma) )</th>
<th>( \Delta(\Gamma) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_n )</td>
<td>( A_{n-1} )</td>
<td>• • • •</td>
</tr>
<tr>
<td>( D_n )</td>
<td>( D_{n-1} )</td>
<td>• • • •</td>
</tr>
<tr>
<td>( T )</td>
<td>( E_6 )</td>
<td>• • • •</td>
</tr>
<tr>
<td>( O )</td>
<td>( E_7 )</td>
<td>• • • •</td>
</tr>
<tr>
<td>( I )</td>
<td>( E_8 )</td>
<td>• • • •</td>
</tr>
</tbody>
</table>

The Dynkin diagrams (see Sect. 3.4) has a direct interpretation as the intersection diagram of the exceptional set of the resolution \( \pi \) which consists of vertices representing the components of \( \pi^{-1}(0) \) and edges representing transversal intersections of these components.
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2.3 Simultaneous resolutions

Let \( f : X \rightarrow S \) be a morphism of varieties. A **simultaneous resolution** of the morphism \( f \) is a commutative diagram of varieties and morphisms

\[
\begin{array}{ccl}
Y & \xrightarrow{\psi} & X \\
\downarrow{g} & & \downarrow{f} \\
T & \xrightarrow{\varphi} & S
\end{array}
\]

with the following properties

(i) The morphism \( g : Y \rightarrow T \) is flat;

(ii) \( \varphi \) is surjective; \( \psi \) is proper and surjective,

(iii) each fiber \( Y_t \) of \( g \) is non-singular and

\[ \Psi|_{Y_t} : Y_t \rightarrow X_{\varphi(t)} \]

is a resolution of singularities in the sense of 2.2.

**Example.**[10] Let \( f : X \rightarrow S = \mathbb{C}^n \) be the deformation of the singularity of type \( A_n \)

\[
X = \{(x, y, z, u_1, u_2, \ldots, u_n) \in \mathbb{C}^{3+n} | x^2 + y^2 + z^{n+1} + \sum_{j=1}^{n} s_j z^{n-j} = 0\}
\]

\[ f = pr \]

\((\mathbb{C}^n, 0)\).

Let \( T \subset \mathbb{C}^n \) be the hyperplane

\[ t_1 + t_2 + \cdots + t_{n+1} = 0. \]

Define a map \( \varphi : T \rightarrow S \) by setting

\[ s_j = \varphi_j(t) := \sigma_{j+1}, j = 1, 2, \ldots, n \]

where \( \sigma_{j+1} \) is the \((j+1)\)-th elementary symmetric function of \( t_1, t_2, \ldots, t_{n+1} \).

The base change \( \varphi \) give an induced deformation by pulling back \( X \) to \( T \), which has the equation
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\[ \tilde{X} : \quad x^2 + y^2 + \prod_{j=1}^{n+1}(z - t_j) = 0. \]

Blow \( \tilde{X} \) up by taking the closure of graph of the mapping

\[ \mu : \tilde{X} \longrightarrow \mathbb{P}^1 \times \cdots \times \mathbb{P}^1 \]

given by ( \( \mathbb{P}^1 \) is the j-th factor, \( \mathbb{P}^1_{(j)} = \mathbb{P}^1 \))

\[ (X_j : Y_j) := ((ix - y) : \prod_{\nu=1}^{j}(z - t_\nu)), j = 1, \ldots, n \]

where \( (X_j : Y_j) \) are homogeneous coordinates in \( \mathbb{P}^1_{(j)} \) and \( i = \sqrt{-1} \).

We going to show that the closure of graph \( G_\mu \) of this mapping, together with its obvious projective on hyperplane \( T \), is a simultaneous resolution of the morphism \( f : X \longrightarrow S \).

The graph \( G_\mu \subset \mathbb{P}^1 \times \cdots \times \mathbb{P}^1 \times \mathbb{C}^3 \times T \) is defined by the equations

\[ x^2 + y^2 + \prod_{\nu=1}^{n+1}(z - t_\nu) = 0 \]

\[ X_j \prod_{\nu=1}^{j}(z - t_\nu) = X_j(ix - y), j = 1, 2, \ldots, n. \]

Let

\[ Y = \overline{G_\mu} \setminus \{t_r = t_s, r \neq s\}. \]

The projection

\[ \mathbb{P}^1 \times \cdots \times \mathbb{P}^1 \times \mathbb{C}^3 \times T \longrightarrow T \]

induces a map \( g : Y \longrightarrow T \).

The composition

\[ \mathbb{P}^1 \times \cdots \times \mathbb{P}^1 \times \mathbb{C}^3 \times T \longrightarrow \mathbb{C}^3 \times T \xrightarrow{1 \times \psi} \mathbb{C}^3 \times S \]

induces a map \( \psi : Y \longrightarrow X \).

Then we have the following commutative diagram
We show that this diagram is a simultaneous resolution of the morphism $f : X \to S$.

Let $U_0, U_1, \ldots, U_n$ be the open subsets of $\mathbb{P}^1 \times \cdots \times \mathbb{P}^1 \times \mathbb{C}^3 \times T$ defined by

\begin{align*}
U_0 &= \{ X_1 \neq 0 \} \\
U_\rho &= \{ Y_\rho \neq 0, X_{\rho+1} \neq 0 \}, \rho = 1, \ldots, n-1 \\
U_n &= \{ Y_n \neq 0 \}
\end{align*}

in $U_\rho$, we let

$$
\sigma_\rho = \frac{X_\rho}{Y_\rho} \quad \text{and} \quad \tau_\rho = \frac{Y_{\rho+1}}{X_{\rho+1}}
$$

By an elementary commutation we can take a parametrization of $Y$ in $U_\rho$ as follows

\begin{align*}
(X_j : Y_j) &= \sigma_\rho \prod_{\nu=j+1}^{\rho}(z-t_\nu : 1) \quad \text{for} \quad j \leq \rho - 1 \\
(X_j : Y_j) &= (1 : \tau_{\rho+1} \prod_{\nu=\rho+2}^{n}(z-t_\nu) \quad \text{for} \quad j \geq \rho + 2 \\
(X_\rho : Y_\rho) &= (\sigma_\rho : 1) \\
(X_{\rho+1} : Y_{\rho+1}) &= (1 : \tau_{\rho+1}) \\
i x + y &= \tau_{\rho+1} \prod_{\nu=\rho+2}^{n}(z-t_\nu) \\
i x - y &= \sigma_\rho \prod_{\nu=1}^{\rho}(z-t_\nu) \\
z + t_{\rho+1} &= \sigma_\rho \tau_{\rho+1}
\end{align*}

In $U_\rho$ the simultaneous resolution can be written as follows

\[
\begin{array}{cccccc}
\mathbb{C}^2 \times T & \xrightarrow{\sim} & Y \cap U_\rho & \xrightarrow{\psi} & X \\
(\sigma_\rho, \tau_{\rho+1}, t) & \longmapsto & ((X_j : Y_j)_{j=x,y,z}, t) & \longmapsto & (x, y, z, \varphi(t)) \\
& & \downarrow g & \downarrow f \\
& & t \in T & \xrightarrow{\varphi} & \varphi(t) \in S.
\end{array}
\]
It follows that $Y$ is non-singular, and $g : Y \rightarrow T$ has maximal rank, hence $g$ is flat. It follows also from the definitions of $\varphi$, $\psi$ that $\varphi$ is surjective and $\psi$ is proper and surjective.
3 Quivers

3.1 Definition of quivers

A quiver $Q = (Q_0, Q_1; s, t : Q_1 \rightarrow Q_0)$ consists of a finite set $Q_0$ of vertices, a finite set $Q_1$ of arrows and two maps $s, t$ which send an arrow $a \in Q_1$ to its starting vertex $s(a)$ and its terminating vertex $t(a)$. We shall write $a : i \rightarrow j$ or $i \xrightarrow{a} j$ for an arrow starting in $i$ and ending in $j$.

3.2 Representations of quivers

One defines a category $\text{Rep}(Q)$ of representations of the quiver $Q$ as follows.

A representation $M$ of $Q$ consists of a collection of finite dimensional vector space $(M_q)_{q \in Q_0}$ for each vertex $q \in Q_0$, together with linear maps $M(a) : M_{s(a)} \rightarrow M_{t(a)}$ for each arrow $a \in Q_1$. The dimension vector of the representation $M$ is the vector $\dim M \in \mathbb{N}^{Q_0}$, with $(\dim M)_i = \dim M_i$.

A morphism $\varphi$ between representations $M$ and $N$ of quiver $Q$ is given by linear maps $\varphi_i : M_i \rightarrow N_i$, for each $i \in Q_0$, such that the diagram

\[
\begin{array}{ccc}
M_i & \xrightarrow{\varphi_i} & N_i \\
\downarrow M(a) & & \downarrow N(a) \\
M_j & \xrightarrow{\varphi_j} & N_j
\end{array}
\]

commutes for each arrow $a : i \rightarrow j \in Q_1$.

The composition of the morphism $\varphi : M \rightarrow N$ with the morphism $\psi : M \rightarrow P$ is given by $(\psi \circ \varphi)_i = \psi_i \circ \varphi_i$.

A subrepresentation of a representation $(M_i, M(a))_{i \in Q_0, a \in Q_1}$ is a representation $(N_i, N(a))_{i \in Q_0, a \in Q_1}$ with $N_i$ is a vector subspace of $M_i$ and $N(a)$ is the restriction of $M(a)$ to the vector space $N_{s(a)}$. 
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The **direct sum** of two representations \((M_i, M(a))\) and \((N_i, N(a))\) is the representation \((M_i \oplus N_i, M_i(a) \oplus N_i(a))\).

A representation \((M_i, M(a))\) is called **indecomposable** if it is not zero and can not be represented as a direct sum of two non-trivial representations.

### 3.3 Path algebras

A **path** of length \(1 \geq 1\) in a quiver \(Q\) has the form

\[
\bullet \xrightarrow{a_1} \bullet \xrightarrow{a_2} \ldots \xrightarrow{a_m} \bullet
\]

with \(t(a_{i+1}) = s(a_i)\) for \(1 \leq i \leq n\). This path starts at \(s(a_1)\) and ends at \(t(a_m)\). For each vertex \(i\) we denote by \(e_i\) the path of length 0 which starts and ends at \(i\). We also use the notation \(s(x)\) and \(t(x)\) to denote the starting and ending vertex of the path \(x\).

The **path algebra** \(\mathbb{C}Q\) is the \(\mathbb{C}\)-algebra with basis the paths in \(Q\), and with product of two paths

\[
x = \bullet \longrightarrow \bullet \longrightarrow \ldots \longrightarrow \bullet
\]

\[
y = \bullet \longrightarrow \bullet \longrightarrow \ldots \longrightarrow \bullet
\]

given by

\[
xy = \begin{cases} s(y) \longrightarrow \ldots \longrightarrow s(x) = t(y) \longrightarrow \bullet \longrightarrow \ldots & \text{if } s(x) = t(y) \\
0 & \text{if } s(x) \neq t(y). \end{cases}
\]

This is an associative multiplication.

**Lemma 1** *The category \(\text{Rep}(Q)\) of representations of the quiver \(Q\) is equivalent to the category \(\mathbb{C}Q\)-mod of finite dimensional \(\mathbb{C}Q\)-modules.*

**PROOF.** If \(X\) is a \(\mathbb{C}Q\)-mod, we define a representation \(M\) with

\[
M_i = e_i X
\]

\[
M(a) : M_{s(a)} \longrightarrow M_{t(a)}, \quad x \mapsto ax = e_{t(a)}
\]

If \(M = (M_i, M(a))_{i \in Q_0, a \in Q_1}\) is a representation, then we define a module \(X\) via
\[ X = \bigoplus_{i \in Q_0} M_i. \]

Next, the \( \mathbb{C}Q \)-mod structure on \( X \) is given by

\[
( \bullet \xrightarrow{a_1} \bullet \xrightarrow{a_2} \cdots \cdots \xrightarrow{a_m} \bullet ) \sum_{i \in Q_0} x_i = M(a_m) \circ \cdots \circ M(a_i)(x_{s(a_i)}). \]

\[ \square \]

**Remark.** 1) \( \mathbb{C}Q \) is finitely generated. The path algebra \( \mathbb{C}Q \) is finite dimensional if and only if \( Q \) has no oriented cycles, i.e. paths of length \( \geq 1 \) from a vertex \( i \) to itself.

2) The \( e_i \) are orthogonal idempotents, i.e. \( e_i e_j = 0 \) for \( i \neq j \) and \( e_i^2 = e_i \).

3) If \( Q \) consists of one vertex and one loop, then \( \mathbb{C}Q \simeq \mathbb{C}[T] \). If \( Q \) consists of one vertex and \( n \) loops, then \( \mathbb{C}Q \) is the free associative algebra on \( n \) letters.

### 3.4 Dynkin and extended Dynkin quivers

Give a quiver \( Q = (Q_0, Q_1, s, t) \). The **Ringel form** for \( Q \) is the bilinear on \( \mathbb{Z}^{Q_0} \) defined by

\[
< \alpha, \beta > = \sum_{i \in Q_0} \alpha_i \beta_i - \sum_{a \in Q_1} \alpha_{t(a)} \beta_{s(a)}. \]

The **Tits form** is the quadratic form \( q(\alpha) = < \alpha, \alpha >. \)

The corresponding symmetric bilinear form is

\[
(\alpha, \beta) = < \alpha, \beta > + < \beta, \alpha >\]

We say \( q \) is **positive definite** if \( q(\alpha) > 0 \) for all \( 0 \neq \alpha \in \mathbb{Z}^{Q_0} \). The form \( q \) is called **semi-positive definite** if \( q(\alpha) \geq 0 \) for all \( \alpha \in \mathbb{Z}^{Q_0} \).

The **radical** of the Tit’s form \( q \) is

\[
\text{Rad}(q) = \{ \alpha \in \mathbb{Z}^{Q_0} \mid (\alpha, \epsilon_i) = 0, \forall \epsilon_i \},
\]

where \( \epsilon_i \) is the \( i \)-th coordinate vector.

We have a partial ordering on \( \mathbb{Z}^{Q_0} \) given by \( \alpha \leq \beta \) if \( \beta - \alpha \in \mathbb{N}^{Q_0} \). We say that \( \alpha \in \mathbb{Z}^{Q_0} \) is **sincere** if each component is non-zero.
The **underlying graph** of $Q$ is the graph obtained by replacing an arrow in $Q$ with a simple edge.

**Lemma 2** If $Q$ is connected and $\beta \geq 0$ is a non-zero radical vector, then $\beta$ is sincere and $q$ is positive semi-definite. For $\alpha \in \mathbb{Z}^{Q_0}$ we have

$$q(\alpha) = 0 \iff \alpha \in \mathbb{Q} \beta \iff \alpha \in \text{Rad}(q).$$

**Proof.** Let $n_{ij}$ be the number of edges $i - j$ in the underlying graph of $Q$ (loops count twice). The condition that $\beta$ is in the radical translates as

$$(2 - n_{ii}) \beta_i = \sum_{j \neq i} n_{ij} \beta_j.$$

If $\beta_i = 0$ then $\sum_{j \neq i} n_{ij} \beta_j = 0$. Since each term in this sum is $\geq 0$ we have $\beta_j = 0$ whenever there is an edge $i - j$. Since $Q$ is connected it follows that $\beta = 0$. This gives a contradiction. Thus, $\beta$ is sincere.

We have

$$\sum_{i < j} n_{ij} \frac{\beta_i}{\beta_j} \left( \frac{\alpha_i}{\beta_i} - \frac{\alpha_j}{\beta_j} \right)^2 = \sum_{i < j} n_{ij} \frac{\beta_i}{\beta_j} \alpha_i^2 - \sum_{i < j} n_{ij} \alpha_i \alpha_j + \sum_{i < j} n_{ij} \frac{\beta_i}{\beta_j} \alpha_j^2$$

$$= \sum_{i \neq j} n_{ij} \frac{\beta_i}{\beta_j} \alpha_i^2 - \sum_{i < j} n_{ij} \alpha_i \alpha_j$$

$$= \sum_i (2 - 2n_{ii}) \beta_i \frac{1}{\beta_j} \alpha_i^2 - \sum_{i < j} n_{ij} \alpha_i \alpha_j = q(\alpha).$$

It follows that $q$ is positive semi-definite.

If $q(\alpha) = 0$ then $\frac{\alpha_i}{\beta_i} = \frac{\alpha_j}{\beta_j}$ whenever there is an edge $i - j$, and since $Q$ is connected it follows that $\alpha \in \mathbb{Q} \beta$.

If $\alpha \in \mathbb{Q} \beta$ then $\alpha \in \text{Rad}(q)$ since $\beta \in \text{Rad}(q)$ by assumption.

Finally if $\alpha \in \text{Rad}(q)$ then certainly $q(\alpha) = 0$. \hfill $\Box$

We say that, $Q$ is **Dynkin (resp. extended Dynkin) quiver** if its underlying graph is one of the Dynkin (resp. extended Dynkin) diagrams. By definition the Dynkin diagrams are

$$A_n \quad \bullet \quad \bullet \quad \bullet \quad \cdots \cdots \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet$$
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By definition the extended Dynkin diagrams are as below. Here we have marked each vertex $i$ with the value of $\delta_i$. Note that $\delta$ is sincere and $\delta \geq 0$. 

$\widetilde{\mathbb{D}}_n$ 

$\widetilde{\mathbb{E}}_6$ 

$\widetilde{\mathbb{E}}_7$ 

$\widetilde{\mathbb{E}}_8$
Note that \( \widehat{A}_0 \) has one vertex and one loop, and \( \widehat{A}_1 \) has two vertices joined by two edges.

**Lemma 3** Let \( Q \) be a connected quiver.

1) If \( Q \) is an extended Dynkin quiver, then \( q \) is positive semi-definite and 
\( \text{Rad}(q) = \mathbb{Z} \delta \).

2) If \( Q \) is the Dynkin quiver then \( q \) is positive definite.

3) If \( Q \) is neither Dynkin nor extended Dynkin, then there is a vector \( \alpha \geq 0 \) with \( q(\alpha) < 0 \).

**Proof.**

1) It is easy to check that the vector \( \delta \) satisfy 
\[ 2\delta_i = \sum_{j \neq i} \delta_j \]
Thus the vector \( \delta \) is radical. Note that \( \delta \) is sincere and \( \delta \geq 0 \). Now \( q \) is positive semi-definite by the Lemma 2. Finally, since there always is a vertex \( i \) with \( \delta_i = 1 \) we have \( \text{Rad}(q) = \mathbb{Z} \delta \).

2) Embed the Dynkin quiver in the corresponding extended Dynkin quiver \( \widehat{Q} \), and note that the quadratic form for \( \widehat{Q} \) is strictly positive on non-zero, non-sincere vectors.

3) If \( Q \) is neither Dynkin nor extended Dynkin then \( Q \) contains an extended Dynkin quiver \( Q' \). If all vertices of \( Q \) are in \( Q' \) we take \( \alpha = \delta \). Otherwise choose \( i \) be a vertex not in \( Q' \), connected to \( Q' \) by an edge. Then we take \( \alpha = 2\delta_i + \epsilon_i \).

\[ \square \]

### 3.5 Roots

Given a quiver \( Q = (Q_0, Q_1, s, t) \) we introduce the associated root system \( \Delta(Q) \) as subset in \( \mathbb{Z}^{Q_0} \) as follows. If \( k \) is a loopless vertex, then there is a reflection
\[ s_k : \mathbb{Z}^{Q_0} \longrightarrow \mathbb{Z}^{Q_0}, s_k(\alpha) = \alpha - (\alpha, \epsilon_k)\epsilon_k. \]
The group \( W \subset \text{Aut}(\mathbb{Z}^{Q_0}) \) generated by all reflections is called the **Weyl group** of the quiver \( Q \). For an element \( \alpha = \sum k_i \epsilon_i \in \mathbb{Z}^{Q_0} \) we call the **height** of \( \alpha \) the
number $\sum_{i \in Q_0} k_i$.

We call the support of $\alpha$ (write: supp $\alpha$) the subquiver of $Q$ consisting of those vertices $i$ for which $k_i \neq 0$ and the arrows joining these vertices. Define the fundamental set $F \subset Z^{Q_0}$ by

$$F = \{ \alpha \in N^{Q_0} | \alpha \neq 0, \text{ with connected support, } (\alpha, \epsilon_i) \leq 0, \forall i \}. $$

The real roots are the orbits of $\epsilon_k$ ($k$ loopfree) under $W$. The imaginary roots are the orbits of $\pm \alpha$ ($\alpha \in F$) under $W$.

The real roots have $q(\alpha) = 1$. The imaginary roots have $q(\alpha) \leq 0$. Hence

$$\{ \text{real roots} \} \cap \{ \text{imaginary roots} \} = \emptyset$$

Then the root system $\Delta(Q)$ is defined by

$$\Delta(Q) = \{ \text{real roots} \} \cup \{ \text{imaginary roots} \}.$$ 

**Lemma 4.** If $Q$ is Dynkin or extended Dynkin quiver, then

$$\Delta(Q) = \{ \alpha \in Z^{Q_0} | \alpha \neq 0, q(\alpha) \leq 1 \}.$$ 

In particular, if $Q$ is Dynkin quiver, then

$$\Delta(Q) = \{ \alpha \in Z^{Q_0} | q(\alpha) = 1 \},$$

and if $Q$ is extended Dynkin quiver, then

$$\{ \text{real roots} \} = \{ \alpha \in Z^{Q_0} | q(\alpha) = 1 \}, \{ \text{imaginary roots} \} = (Z^{Q_0} \setminus 0)\delta.$$

**Proof.** Let $\alpha \in Z^{Q_0} \setminus \{0\}$ be such that $q(\alpha) \leq 1$. We have to show that $\alpha \in \Delta(Q)$. Note that supp $\alpha$ is connected, for if in the contrary case $\alpha = \beta + \gamma$, where supp $\beta$ and supp $\gamma$ are unions of subgraphs of Dynkin type and $(\beta, \gamma) = 0$, but then $(\alpha, \alpha) \geq 2$.

Either $\alpha$ or $\alpha \in Z^{Q_0}_+$, where $Z^{Q_0}_+ = \{0, 1, 2, \ldots\}$. Indeed, in the contrary case, $\alpha = \beta - \gamma$, where $\gamma, \beta \in Z^{Q_0}_+$, supp $\gamma \cap$ supp $\beta = \emptyset$, supp $\beta$ is an union of subgraphs of type Dynkin or is a subgraph of extended Dynkin type. But $(\alpha, \alpha) = (\beta, \beta) + (\gamma, \gamma) - 2(\beta, \gamma) \leq 1$ and $(\beta, \gamma) \leq 0$. Hence the only possibility is that $(\beta, \beta) = 1$, $(\gamma, \gamma) = 0$ and $(\beta, \gamma) = 0$. But then supp $\gamma$ is a subgraph of extended Dynkin type and $(\beta, \gamma) < 0$, a contradiction.
So, supp \( \alpha \) is connected and we can assume that \( \alpha \in \mathbb{Z}_+ \). We can assume that \( W(\alpha) \) is not simple root. Then \( W(\alpha) \in \mathbb{Z}_+ \). Taking in \( W(\alpha) \) an element of minimal height, we can assume that \( (\alpha, \alpha_i) \leq 0 \) for simple \( \alpha_i \). Since supp \( \alpha \) is connected, it follows that \( \alpha \) lies in the fundamental domain. \( \square \)

### 3.6 Reflection functors

If \( k \) is a loopfree vertex of the quiver \( Q \), define reflections

\[
r_k : \mathbb{Z}^Q_0 \rightarrow \mathbb{Z}^Q_0, r_k(\lambda) : = \lambda_j - (\epsilon_k, \epsilon_j)\lambda_k.
\]
dual to \( s_k \) (see Sect. 3.5) via \( r_k(\lambda) \cdot \alpha = \lambda \cdot s_k(\alpha) \).

A vertex \( k \in Q_0 \) is called a sink (resp. a source) if there are no arrows starting (resp. terminating) at \( k \).

Given a sink (or a source) \( k \in Q_0 \). Let \( Q' \) be the quiver obtained by reversing the direction of every arrow connected to \( k \). We say that \( Q' \) is obtained from \( Q \) by reflecting at the vertex \( k \). The two categories \( \text{Rep}(Q) \) and \( \text{Rep}(Q') \) are closely related by means of so-called reflection functors.

We define the reflection functor

\[
\mathcal{F}_k : \text{Rep}(Q) \longrightarrow \text{Rep}(Q')
\]
associated with a sink \( k \) as follows.

Let \( M = (M_i, M(a)) \) be a representation of \( Q \).

If \( j \neq k \) and \( a : i \rightarrow j \in Q_1 \), then we take

\[
\mathcal{F}_k^+(M)_j = M_j, \mathcal{F}_k^+(M)(a) = M(a)
\]

If \( j = k \) and \( a : i \rightarrow k \in Q_1 \), then we take

\[
\mathcal{F}_k^+(M)_k = \text{Ker}( \bigoplus_{i \rightarrow k} M_i \xrightarrow{\alpha_k} M_k)
\]
and

\[
\mathcal{F}_k^+(M)_k \longrightarrow M_k \mathcal{F}_k^+(M)_i = M_i
\]
be the composition

\[
\mathcal{F}_k^+(M)_k \leftrightarrow \bigoplus_{i \rightarrow k} M_i \longrightarrow M_i.
\]
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Let $\varphi = (\varphi_i) : M \rightarrow N$ be a morphism in $\text{Rep}(Q)$. Then $\mathcal{F}_k^+(\varphi)$ is defined as follows:

If $j \neq k$, then we take $\mathcal{F}_k^+(\varphi)_j = \varphi_j$.

If $j = k$, then we take $\mathcal{F}_k^+(\varphi)_k$ be the restriction to $\mathcal{F}_k^+(M)_k$ of the mapping

$$
\bigoplus_{i \rightarrow k} \varphi_i : \bigoplus_{i \rightarrow k} M_i \rightarrow \bigoplus_{i \rightarrow k} N_i.
$$

Dually, we can also define the reflection functor

$$
\mathcal{F}_k^- : \text{Rep}(Q) \rightarrow \text{Rep}(Q')
$$

associated with a source $k$.

Note that the short exact sequence

$$
0 \rightarrow \mathcal{F}_k^+(M)_k \rightarrow \bigoplus_{i \rightarrow k} M_i \xrightarrow{\alpha_k} M_k \rightarrow 0
$$

gives

$$
\dim \mathcal{F}_k^+(M)_k = -\dim M_k + \sum_{i \rightarrow k} \dim M_i = -r_k(\dim M)_k.
$$

Hence

$$
-\dim \mathcal{F}_k^+(M) = r_k(\dim M).
$$

3.7 The variety of representations

Let $Q = (Q_0, Q_1, s, t)$ be a quiver and $\alpha \in \mathbb{N}^{Q_0}$. We define

$$
\text{Rep}(Q, \alpha) := \bigoplus_{\alpha \in Q_1} \text{Hom}_\mathbb{C}(\mathbb{C}^\alpha_s(\alpha), \mathbb{C}^\alpha_t(\alpha)).
$$

This is an affine space and isomorphic to $\mathbb{A}^r$ where

$$
r = \sum_{\alpha \in Q_1} \alpha_s(\alpha) \alpha_t(\alpha).
$$

Identifying any complex vector space of dimension $k$ with $\mathbb{C}^k$, we may be view $\text{Rep}(Q, \alpha)$ as the set of all representations of the quiver $Q$ of given dimension vector $\alpha$. We also say that, $\text{Rep}(Q, \alpha)$ is the variety of representations of $Q$ of dimension vector $\alpha \in \mathbb{N}^{Q_0}$.  
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We define $GL(\alpha) := \prod_{i \in Q_0} GL(\alpha_i, \mathbb{C})$. The linear algebraic group $GL(\alpha)$ acts on $\text{Rep}(Q, \alpha)$ by conjugation. Explicitly

$$(g \cdot X(a))_{a \in Q_1} = (g_{t(a)} \cdot X(a) \cdot g_{s(a)}^{-1})_{a \in Q_1}$$

for $g \in GL(\alpha)$ and $X = (X(a))_{a \in Q_1} \in \text{Rep}(Q, \alpha)$.

If $X, Y \in \text{Rep}(Q, \alpha)$, then the set of isomorphisms of representation $X \rightarrow Y$ can be identified with $\{g \in GL(\alpha) \mid g \cdot X = Y\}$. It follows that, there is a 1-1 correspondence between isomorphism classes of representation $X$ with dimension vector $\alpha$ and $GL(\alpha)$-orbits $O_X$. In particular, the stabilizer $GL(\alpha)_X$ of $X$ in $GL(\alpha)$ is identified with the set $\text{Aut}_{\mathbb{C}Q}(X)$ of automorphisms of $X$.

**Lemma 5**

$$\dim \text{Rep}(Q, \alpha) - \dim O_X = \dim \text{End}_{\mathbb{C}Q}(X) - q(\alpha) = \dim \text{Ext}^1(X, X).$$

**PROOF.** We have

$$\dim O_X = \dim GL(\alpha) - GL(\alpha)_X \quad \text{(Dimension formula)}$$

$$= \dim GL(\alpha) - \dim \text{Aut}_{\mathbb{C}Q}(X).$$

Now $\dim GL(\alpha)$ is non-empty and open in $\mathbb{A}^s$, so dense, so $\dim GL(\alpha) = s$. Similarly $\text{Aut}_{\mathbb{C}Q}(X)$ is non-empty and open in $\text{End}_{\mathbb{C}Q}(X)$, so $\dim \text{Aut}_{\mathbb{C}Q}(X) = \dim \text{End}_{\mathbb{C}Q}(X)$.

It follows that

$$\dim \text{Rep}(Q, \alpha) = \sum_{a \in Q_1} \alpha_{t(a)} \alpha_{s(a)} - \sum_{i \in Q_0} \alpha_i^2 + \dim \text{End}X$$

$$= \dim \text{End}X - q(\alpha)$$

$$= \dim \text{Ext}^1(X, X) \quad \text{(Ringel’s formula).}$$

\[ \square \]
4 Kleinian singularities and quiver varieties

4.1 McKay correspondence

Let $\Gamma$ be a nontrivial finite subgroup of $GL(2, \mathbb{C})$. Let

$$\text{Irr}(\Gamma) := \{R_0, R_1, R_2, \ldots, R_r\}$$

denote the set of the isomorphism classes of the complex irreducible representations of $\Gamma$, $R_0$ the trivial representation, and $N$ is the natural two-dimensional representation on $\mathbb{C}^2$ obtained from the inclusion $\Gamma \subset GL(2, \mathbb{C})$. We decompose $R_j \otimes N$ into irreducible representations

$$R_j \otimes N = \bigoplus_{i=0}^{r} R_i \otimes \mathbb{C}^{a_{ij}}.$$

McKay's observation may be formulated in the following way:[26]

Let $\Gamma$ be a finite subgroup of $SL(2, \mathbb{C})$. One attaches to $\Gamma$ a quiver $\overline{Q}(\Gamma)$ by associating to each representation of $\Gamma$ a vertex and connecting the $i$-th vertex with $j$-th vertex by $a_{ij}$ arrows.

If in the quiver $\overline{Q}(\Gamma)$ each double arrow $\bullet \Rightarrow \bullet$, i.e. two arrows in opposite direction, is replaced by a simple line $\bullet \rightarrow \bullet$, and the dimension $\delta_i$ of the corresponding representation $R_i$ are inserted, then the resulting graph $\Delta(\Gamma)$ is one of the extended Dynkin diagram $\overline{A}_r, \overline{D}_r, \overline{E}_6, \overline{E}_7, \overline{E}_8$, which occur respectively for cyclic, binary dihedral, binary tetrahedral, binary octahedral, binary icosahedral groups, with extended Cartan matrix $C = 2I_{r+1} - (a_{ij})$.

Example. Let $C_n$ be the cyclic group of order $n$ which is generated by the matrix $a = \text{diag}(\epsilon, \epsilon^{-1})$, where $\epsilon$ is the $n$-th primitive root of 1. In this case the group $C_n$ is commutative. Hence its irreducible representations are one-dimensional and are determined by

$$R_k(a^n) = \exp\left(\frac{2\pi i km}{n}\right), \quad k = 0, 1, \ldots, n - 1.$$

The natural two-dimensional representation on $\mathbb{C}^2$ is isomorphic to $R_1 \oplus R_{n-1}$. Then $\mathbb{C}^2 \otimes R_k = R_{k+1} \oplus R_{k-1}$, for $k = 0, 1, \ldots, n - 1$. 
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Henceforth, we shall call the graph $\Delta(\Gamma)$ as above the **McKay graph** and call the quiver $\mathcal{Q}(\Gamma)$ the **McKay quiver of type** $\Delta(\Gamma)$. For example, the McKay quiver of type $\mathbb{D}_n$ is

\[
\begin{array}{c}
\bullet \\
\downarrow \quad \cdot \\
\cdot \quad \cdot \\
\cdot \quad \cdot \\
1 & 2 & 2 & 2 & \cdots & 2 & 2 & \cdots & 1
\end{array}
\]

4.2 Kronheimer\'s construction

A new approach to the deformation and resolution theory of Kleinian singularities was given by P. B. Kronheimer [12]. His construction starts directly from the finite group $\Gamma$ of $SL(2, \mathbb{C})$ and uses hyper-Kähler quotient constructions. However he thought also about algebraic approach using McKay correspondence. Cassens and Slodowy used this idea to reformulate his results in terms of geometric invariant theory.

Let $N$ denote the natural 2-dimensional and $R$ the regular representation of $\Gamma$. Then consider a representation of $\Gamma$

$$M := \text{End}(R) \otimes N$$

where $\text{End}(R) = \text{Hom}_{\mathbb{C}}(R, R)$. The group $\Gamma$ acts on $\text{End}(R)$ by conjugation and acts on $N$ as obvious. We denote by

$$M(\Gamma) = (\text{End}(R) \otimes N)^\Gamma$$

the set of invariant elements under the action of $\Gamma$.

Taking an orthonormal basis for $N$, we represent an element of $\text{End}(R) \otimes N$ as a pair $(\alpha, \beta)$ of the endomorphisms $\alpha, \beta \in \text{End}(R)$.

Let $\mathbb{H} = \mathbb{R} + \mathbb{RI} + \mathbb{RJ} + \mathbb{RK}$ be the quaternions. We introduce a $\mathbb{H}$-module structure on $M$ by giving an action of $\mathbb{H}$ on $M$ as follows.

$$I(\alpha, \beta) = (i\alpha, i\beta)$$

$$J(\alpha, \beta) = (-\alpha^*, \beta^*)$$

$$K(\alpha, \beta) = (-i\alpha^*, i\beta^*)$$

where $z^*$ is the conjugation transpose to $z$. 

39
Let $U(R)$ denote the unitary subgroup of $\text{End}(R)$ and let

$$U(\Gamma) = \{ g \in U(R) \mid g \gamma = \gamma g, \forall \gamma \in \Gamma \}.$$ 

The action of $U(\Gamma)$ on $M(\Gamma)$ is given by

$$(\alpha, \beta) \mapsto (u\alpha u^{-1}, u\beta u^{-1}), \ u \in U(\Gamma).$$

If we decompose $R$ into irreducible representations

$$R = \bigoplus_{i=0}^{r} R_i \otimes \mathbb{C}^{\delta_i}, \quad \delta_i = \dim R_i,$$

then we have $U(\Gamma) \simeq \prod_{i=0}^{r} U(\delta_i)$, where $U(\delta_i)$ is the unitary matrix group.

Since the subgroup $G_m$ of scalar

$$G_m = \{ (\lambda_0 \mathbb{I}_{\delta_0}, \lambda_1 \mathbb{I}_{\delta_1}, \ldots, \lambda_r \mathbb{I}_{\delta_r}) \in \prod_{i=0}^{r} U(\delta_i) \mid \lambda_i \in U(1) \}$$

acts trivially we have an action of $U(\Gamma)/G_m$ on $M(\Gamma)$ which preserves $\mathbb{H}$-module structure.

Let $\mu$ be the corresponding hyper-Kähler moment map for this action. Its explicit form is given by

$$\mu : M(\Gamma) \rightarrow u \otimes \mathbb{H}_0, \quad (\alpha, \beta) \mapsto \mu_I(\alpha, \beta) \otimes I + \mu_J(\alpha, \beta) \otimes J + \mu_K(\alpha, \beta) \otimes K$$

where

$$\mu_I(\alpha, \beta) = \frac{i}{2}(\{\alpha, \alpha^*\} + \{\beta, \beta^*\})$$

$$\mu_J(\alpha, \beta) = \frac{1}{2}(\{\alpha, \beta\} + \{\alpha^*, \beta^*\})$$

$$\mu_K(\alpha, \beta) = \frac{i}{2}(-\{\alpha, \beta\} + \{\alpha^*, \beta^*\}),$$

and $\mathbb{H}_0 = \mathbb{R} + \mathbb{R}J + \mathbb{R}K$ denotes the pure quaternions, $u$ is the Lie algebra of $U(\Gamma)/G_m$ which is identified with its dual space $u^*$ via the trace form $(A,B) \mapsto \text{tr}(AB)$. Let

$$\mathcal{C} = \{ (\mu_0, \mu_1, \ldots, \mu_n) \in \prod_{i=0}^{r} U(\delta_i) \mid \mu_i \in U(1), \sum_{i=0}^{r} \delta_i \mu_i = 0 \}$$
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denote the $r$-dimensional center of $u^*$. Taking scalars, we can consider $C$ as a subspace of $\mathbb{R}^r$.

Let

$$R_+ = \{ \theta \in \mathbb{Z}^{r+1} \mid \theta^t C \theta \leq 2 \} \setminus \{0\}$$

$$D_\theta = \{ x = (x_k) \in \mathbb{R}^r \mid \sum_{k=1}^{r+1} x_k \theta_k = 0 \}$$

for $\theta \in R_+$,

where $C = 2I_{r+1} - (a_{ij})$ is the extended Cartan matrix of type $\Delta(\Gamma)$ in McKay’s observation.

If we choose an element

$$\zeta = \zeta_1 I + \zeta_2 J + \zeta_3 K \in C \otimes \mathbb{H}_0,$$

then $U(\Gamma)$ acts on the fibre $\mu^{-1}(\zeta)$. The real differential-geometric quotient $\mu^{-1}(\zeta)/U(\Gamma)$ is a **hyper-Kähler quotient**.

In general, $\mu^{-1}(\zeta)/U(\Gamma)$ has singularities. By the general theory of hyper-Kähler quotient the set of smooth points of $\mu^{-1}(\zeta)/U(\Gamma)$ is a **hyper-Kähler manifold**.

Kronheimer’s work may be formulated as follows.

**Theorem 6** [12] *For all $\zeta \in C \otimes \mathbb{H}_0$, the quotient $\mu^{-1}(\zeta)/U(\Gamma)$ is a complex analytic surface with at most isolated (Keinian) singularities. In particular

$$\mu^{-1}(0)/U(\Gamma) \simeq \mathbb{C}^2/\Gamma.$$

The complex $r$-parameter family

$$\Phi : \mu^{-1}(C \otimes \mathbb{C})/U(\Gamma) \longrightarrow C \otimes \mathbb{C} \quad (1)$$

realizes a semiuniversal deformation of $\mathbb{C}^2/\Gamma$.*

For any fixed generic $\zeta_1 \in C$, i.e. the $\zeta_1$ not lying on any $D_\theta$, one obtains a simultaneous resolution of the family (1) given by the following diagram

$$
\begin{array}{ccc}
\mu^{-1}(\zeta_1 I + C \otimes \mathbb{C})/U(\Gamma) & \longrightarrow & \mu^{-1}(C \otimes \mathbb{C})/U(\Gamma) \\
\Phi & \downarrow & \quad \downarrow \quad \\
\zeta_1 I + C \otimes \mathbb{C} & \simeq & C \otimes \mathbb{C}.
\end{array}
$$
**Remark.** Kronheimer used McKay’s observation to interpret $M(\Gamma)$ in terms of representation of quivers as follows

\[
M(\Gamma) = (\text{End}(R) \otimes N)^\Gamma
\]

\[
= (R^r \otimes R \otimes N)^\Gamma
\]

\[
= \text{Hom}(R, R \otimes N)^\Gamma
\]

\[
= \text{Hom}_R(R, R \otimes N)
\]

\[
= \text{Hom}_R(\bigoplus_{i=0}^n R_i \otimes \mathbb{C}^{\delta_i}, \bigoplus_{j=0}^n R_j \otimes \mathbb{C}^{\delta_j} \otimes N)
\]

\[
= \bigoplus_{i,j=0}^n \text{Hom}_R(R_i, R_j \otimes N) \otimes \text{Hom}(\mathbb{C}^{\delta_i}, \mathbb{C}^{\delta_j})
\]

\[
= \bigoplus_{i,j=0}^n \text{Hom}(\mathbb{C}^{\delta_i}, \mathbb{C}^{\delta_j})
\]

\[
= \text{Rep}(Q(\Gamma), \delta),
\]

where $Q(\Gamma)$ is the McKay quiver of type $\Delta(\Gamma)$.

Due to observation above, Kronheimer’s original results are reformulated in terms of the geometric invariant theory by Cassens and Slodowy [7].

### 4.3 Notations and constructions

Let $\mathcal{Q}$ be the double quiver of $Q = (Q_0, Q_1, s, t)$, i.e. $\mathcal{Q}$ has the same vertices as $Q$ but the arrows are given by $\{a, a^* \mid a \in Q_1\}$, where $s(a^*) = t(a)$ and $t(a^*) = s(a)$.

Recall that, representations of $Q$ of dimension vector $\alpha$ are given by elements of the vector space

\[
\text{Rep}(Q, \alpha) = \bigoplus_{a \in Q_1} \text{Hom}_\mathbb{C}(\mathbb{C}^{\alpha(a)}, \mathbb{C}^{\alpha(a)}).
\]

Representation of $\mathcal{Q}$ of dimension vector $\alpha$ are given by elements of the vector space
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\[ \text{Rep}(\mathcal{Q}, \alpha) = \text{Rep}(Q, \alpha) \oplus \text{Rep}(Q^{\text{op}}, \alpha), \]

where \(Q^{\text{op}}\) is the opposite quiver to \(Q\) with an arrow \(a^* : j \to i\) for each arrow \(a : i \to j \in Q_1\).

Let \(GL(\alpha)\) be the group \(\prod_{a \in Q_0} GL(\alpha_i, \mathbb{C})\). This group acts on the space of representations \(\text{Rep}(\mathcal{Q}, \alpha)\) by conjugation:

\[ (g \cdot X(a))_{a \in Q_1} = (g_{1(a)} \cdot X(a) \cdot g_{\alpha(a)}^{-1})_{a \in Q_1}. \]

Let \(G(\alpha) = GL(\alpha)/\mathbb{G}_m\), where \(\mathbb{G}_m\) is the diagonal scalar subgroup of \(GL(\alpha)\). This group acts effectively on \(\text{Rep}(\mathcal{Q}, \alpha)\), i.e. \(\mathbb{G}_m\) acts trivially.

The Lie algebra of \(GL(\alpha)\) is given by

\[ \text{End}(\alpha) = \prod_{i \in Q_0} \text{Mat}_\mathbb{C}(\alpha_i, \alpha_i). \]

We may identify \(\text{End}(\alpha)\) with its dual via the trace pairing:

\[ \text{End}(\alpha) \longrightarrow (\text{End}(\alpha))^* \]

\[ (A_i)_i \longrightarrow [(B_i)_i \longrightarrow \sum_{i \in Q_0} \text{tr}(A_i B_i)]. \]

Under the pairing the dual to \(\text{Lie}(G(\alpha))\) is identified with the trace zero matrices in \(\text{End}(\alpha)\):

\[ \text{Lie}(G(\alpha))^* \cong \text{End}(\alpha)_0 := \{ A \in \text{End}(\alpha) \mid \sum_{i \in Q_0} \text{tr}(A_i) = 0 \}. \]

The space of representations \(\text{Rep}(\mathcal{Q}, \alpha)\) can be identified with the cotangent bundle \(T^*\text{Rep}(Q, \alpha)\) of \(\text{Rep}(Q, \alpha)\). It has a symplectic form given by

\[ \omega(X, Y) = \frac{1}{2} \sum_{a \in Q_1} \text{tr}(X(a^*) Y(a)) - \text{tr}(X(a) Y(a^*)), \]

The group \(G(\alpha)\) acts on \(\text{Rep}(\mathcal{Q}, \alpha)\) preserving \(\omega\) with moment map

\[ \mu_\alpha : \text{Rep}(\mathcal{Q}, \alpha) \longrightarrow \text{End}(\alpha)_0 \]

given by
\[(X(a), X(a^*))_{a \in Q_1} \mapsto \left( \sum_{\substack{a \in Q_1 \\ s[a] = i}} X(a) X(a^*) - \sum_{\substack{a \in Q_1 \\ t[a] = i}} X(a^*) X(a) \right)_{i \in Q_0} \].

The center \(Z_\alpha\) of \(\text{Lie}(G(\alpha))^* = \text{End}(\alpha)_0\) is

\[Z_\alpha = \text{End}(\alpha)^{G(\alpha)}_0 = \{ (\lambda_1 \mathbb{I}_{\alpha_1}, \lambda_2 \mathbb{I}_{\alpha_2}, \ldots, \lambda_n \mathbb{I}_{\alpha_n}) \in \text{End}(\alpha)_0 \mid \sum_{i \in Q_0} \alpha_i \lambda_i = 0 \} = \{ \lambda \in \mathbb{C}^{Q_0} | \alpha \cdot \lambda := \sum_{i \in Q_0} \alpha_i \lambda_i = 0 \},\]

where \(n = |Q_0|\).

The \textbf{preprojective algebra} \(\Pi(Q)\) associated to a quiver \(Q\) is defined as

\[\Pi(Q) = \mathbb{C}Q / \left( \sum_{a \in Q_1, s[a] = i} aa^* - \sum_{b \in Q_1, t(b) = i} b^*b \right)_{i \in Q_0}.\]

\(\Pi(Q)\)-modules correspond to representations \((X_i, X(a))\) of the quiver \(\overline{Q}\) in which the linear maps satisfy the relations

\[\sum_{\substack{a \in Q_1 \\ s[a] = i}} X(a) X(a^*) - \sum_{\substack{b \in Q_1 \\ t(b) = i}} X(b^*) X(b) = 0, \forall i \in Q_0.\]

It is clearly that \(\mu^{-1}_\alpha(0)\) is identified with the space of representations of \(\Pi(Q)\) of dimension vector \(\alpha\)

\[\mu^{-1}_\alpha(0) = \text{Rep}(\Pi(Q), \alpha).\]

\[4.4 \quad \text{Deformation of the Kleinian singularities}\]

Let \(Q(\Gamma)\) be the McKay quiver of type \(\Delta(\Gamma)\) and let \(\delta\) be the vector with \(\delta_i = \dim R_i\), where the \(R_i\) are the irreducible representations of the group \(\Gamma\). The vector \(\delta\) is also the minimal imaginary root for the corresponding extended Dynkin diagram (see Sect. 3.4).

For any \(z \in Z_\delta = \{ \lambda \in \mathbb{C}^{Q_0} \mid \lambda \cdot \delta = 0 \}\) the reductive group \(G(\delta)\) acts on the fiber \(\mu^{-1}_\delta(z)\) since the \(G(\delta)\)-equivariance of \(\mu_\delta\). By general geometric invariant theory [19] we can form an algebraic quotient \(\mu^{-1}_\delta(Z_\delta) / G(\delta)\). Let \(\Phi\) be the morphism.
\[
\Phi : \mu_{\delta}^{-1}(Z_{\delta})//G(\delta) \to Z_{\delta}
\]

which is obtained from the universal property of the quotient

\[
\begin{array}{ccc}
\mu_{\delta}^{-1}(Z_{\delta}) & \overset{\rho}{\to} & \mu_{\delta}^{-1}(Z_{\delta})//G(\delta) \\
\downarrow{\mu_{\delta}} & & \downarrow{\Phi} \\
Z_{\delta}.
\end{array}
\]

We going to show that the morphism \( \Phi \) is a deformation of the Kleinian singularity.

**Lemma 6** [1, Lemma 4.2] Let \( Q \) be a quiver and let \( X = (X(a))_{a \in Q} \in \text{Rep}(Q, \alpha) \) be a representation of dimension \( \alpha \). Then there is an exact sequence

\[
0 \to \text{Ext}^1(X, X)^* \to \text{Rep}(Q^{\text{op}}, \alpha) \xrightarrow{\iota} \text{End}(\alpha) \xrightarrow{i} \text{End}(X)^* \to 0
\]

where \( c \) sends \( (X(\alpha^*)) \in \text{Rep}(Q^{\text{op}}) \) to

\[
( \sum_{a \in Q_1} X(a)X(\alpha^*) - \sum_{a \in Q_1} (X(\alpha^*)X(a))_i
\]

and \( t \) sends \( (A_i) \) to the linear map

\[
\text{End}(X) \to \mathbb{C} \\
(B_i)_i \mapsto \sum_{a \in Q_0} \text{tr}(A_iB_i).
\]

**PROOF.** There is an exact sequence

\[
0 \to \text{End}(X) \to \text{End}(\alpha) \xrightarrow{f} \text{Rep}(Q, \alpha) \to \text{Ext}^1(X, X) \to 0
\]

where the map \( f \) sends \( (A_i) \) to \( (A_{s(\alpha)}X(a) - X(a)A_{t(\alpha)})_{a \in Q} \).

Indeed, it is clear that the kernel of the map \( f \) is \( \text{End}(X) \), and by the Ringel formula

\[
\dim \text{End}(X) - \dim \text{Ext}^1(X, X) = \langle \alpha, \alpha \rangle = \dim \text{End}(\alpha) - \dim \text{Rep}(Q, \alpha).
\]
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the cokernel has the same dimension as \( \dim \text{Ext}^1(X, X) \).

The required exact sequence is the dual of this one, using the trace pairing

\[
\text{Hom}(\mathbb{C}, \mathbb{C}^*) \times \text{Hom}(\mathbb{C}^*, \mathbb{C}^*) \longrightarrow \mathbb{C}
\]

\[(\varphi, \psi) \longmapsto \text{tr}(\varphi \psi)\]

to identify

\[
\text{Rep}(Q^{op}, \alpha) \simeq \text{Rep}(Q, \alpha), \text{End}(\alpha) \simeq \text{End}(\alpha)^*. \quad \square
\]

**Lemma 7** [1, Lemma 8.3] For an extended Dynkin quiver \( Q \) and the minimal imaginary root \( \delta \) the moment map

\[
\mu_\delta : \text{Rep}(\mathbb{Q}, \delta) \longrightarrow \text{End}(\delta)_0.
\]

is surjective and every irreducible component of every fiber has dimension \( 1 + \sum_{i \in Q_0} \delta_i^2 \). Thus, \( \mu_\delta \) is flat.

**PROOF.** One knows the following result (see [1], Lemma 4.4)

*If \( Q \) is an extended Dynkin quiver and \( \beta \) is the imaginary root, then there is a representation of \( Q \) of dimension vector \( \beta \) whose endomorphism algebra is \( \mathbb{C} \). Furthermore the representations with endomorphism algebra \( \mathbb{C} \) form a dense open subset in \( \text{Rep}(Q, \beta) \), and its complement is the union of only finitely many \( \text{GL}(\beta) \)-orbits.*

Suppose \( X \in \text{Rep}(Q, \delta) \) has endomorphism algebra \( \text{End}(X) = \mathbb{C} \). By the Ringel formula and \( \langle \delta, \delta \rangle = 0 \) we have

\[
\dim \text{End}(X) = \dim \text{Ext}^1(X, X) = 1.
\]

Then the map (see Lemma 6)

\[
c : \text{Rep}(Q^{op}, \delta) \longrightarrow \text{End}(\delta)
\]

has 1-dimensional cokernel. Thus the map \( c \) has image \( \text{End}(\delta)_0 \); for, in any case, its image is contained in this subspace.

For any \( A \in \text{End}(\delta)_0 \) we have \( c^{-1}(A) \neq \emptyset \). Let \( X^* = (X(a^*)) \) be an element of \( c^{-1}(A) \). Then we have

\[
\mu_\delta(X, X^*) = c(X^*) = A.
\]
It follows that $\mu_\delta$ is surjective.

Thus, every irreducible component of every fiber has dimension at least
\[
\dim \operatorname{Rep}(\mathcal{Q}, \delta) - \dim \operatorname{End}(\delta)_0 = 1 + \sum_{i \in Q_0} \delta_i^2.
\]

Now for any $A \in \operatorname{End}(\delta)_0$, we consider the projection
\[
\pi : \mu_\delta^{-1}(A) \longrightarrow \operatorname{Rep}(\mathcal{Q}, \delta).
\]
Then the fiber $\pi^{-1}(A) \simeq c^{-1}(A)$.

The representations with endomorphism algebra $\mathbb{C}$ form a dense open set $B \subseteq \operatorname{Rep}(\mathcal{Q}, \delta)$. The fibers of the map $\pi^{-1}(B) \rightarrow B$ all have dimension 1, so
\[
\dim \pi^{-1}(B) = 1 + \dim B = 1 + \dim \operatorname{Rep}(\mathcal{Q}, \delta) = 1 + \sum_{\alpha_i \rightarrow j \in Q_1} \delta_i \delta_j = 1 + \sum_{i \in Q_0} \delta_i^2.
\]

On the other hand, the complement $\operatorname{Rep}(\mathcal{Q}, \alpha) \setminus B$ consists of a finite number of $G(\delta)$-orbits $O_1, O_2, \ldots, O_k$. If $X_i \in O_i$, then
\[
\dim \pi^{-1}(O_i) = \dim O_i + \dim \operatorname{End}(X_i)
\]
Since $\dim \operatorname{End}(X_i) = \dim \operatorname{Aut}(X_i)$ and the stabilizer of $X$ is identified with $\operatorname{Aut}(X_i)$ we have
\[
\dim \pi^{-1}(O_i) = \sum_{i \in Q_0} \delta_i^2.
\]

Thus, $\dim \mu_\delta^{-1}(A) = 1 + \sum_{i \in Q_0} \alpha_i^2$. It follows that $\mu$ is flat. \qed

**Lemma 8 [1, Lemma 8.6]** The morphism $\Phi : \mu_\delta^{-1}(Z)/G(\delta) \longrightarrow Z_\delta$ is flat.

**Proof.** By Lemma 7 the morphism $\mu_\delta^{-1}(Z_\delta) \longrightarrow Z_\delta$ is flat since it is the pullback of $\mu_\delta$.

Let $\mathbb{C}[\mu_\delta^{-1}(Z_\delta)/G(\delta)] = \mathbb{C}[\mu_\delta^{-1}(Z_\delta)]^{G(\delta)}$ and $\mathbb{C}[Z_\delta]$ be the coordinate rings of $\mu_\delta^{-1}(Z_\delta)/G(\delta)$ and $Z_\delta$.

Since the group $G(\delta)$ is linear reductive the ring $\mathbb{C}[\mu_\delta^{-1}(Z_\delta)]^{G(\delta)}$ is a direct summand of $\mathbb{C}[\mu_\delta^{-1}(Z_\delta)]$. Since $\mathbb{C}[\mu_\delta^{-1}(Z_\delta)]$ is flat over $\mathbb{C}[Z_\delta]$ it follows that the ring $\mathbb{C}[\mu_\delta^{-1}(Z_\delta)]^{G(\delta)}$ is also flat over $\mathbb{C}[Z_\delta]$. Equivalently, the morphism
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\[ \Phi: \mu_\delta^{-1}(Z)/G(\delta) \rightarrow Z_\delta \text{ is flat.} \]

**Lemma 9**  The algebraic quotient \( \mu_\delta^{-1}(0)/G(\delta) \) is isomorphic to \( \mathbb{C}^2/\Gamma \).

**Proof.** If \( X = (X_i, X(a)) \in \text{Rep}(Q, \delta) \) and \( p = a_1 a_2 \ldots a_m \) is a path in \( \mathcal{Q} \) that starts and ends at the same vertex, then the function \( \text{tr}_p \) given by

\[
\text{tr}_p(X) = \text{tr}(X(a_m) \cdots X(a_2)X(a_1))
\]

is invariant under the action of \( G(\delta) \). By [4] the algebra \( \mathbb{C}[\text{Rep}(Q, \delta)]^{G(\delta)} \) is generated by the trace functions \( \text{tr}_p \). By Cassel's calculation [7] for the extended Dynkin quivers \( \widetilde{A}_n, \widetilde{D}_n, \widetilde{E}_6, \widetilde{E}_7, \widetilde{E}_8 \) one obtains

\[
\mathbb{C}[\mu_\delta^{-1}(Z_\delta)]^{G(\delta)} \simeq \mathbb{C}[u, v]^\Gamma.
\]

**Theorem 7**  The flat morphism \( \Phi: \mu_\delta^{-1}(Z_\delta)/G(\delta) \rightarrow Z_\delta \) is a deformation of the Kleinian singularity \( \mathbb{C}^2/\Gamma \).

**Proof.** According to the definition of deformation (see Sect. 2.1) the result follows from Lemmas 8, 9. \qed

**Example.** Let \( \Gamma = \mathbb{Z}_{n+1} \) be the cyclic group of order \( n + 1 \) then the McKay quiver \( \mathcal{Q}(\Gamma) \) of type \( \widetilde{A}_n \) has the following form:

![Diagram](attachment:diagram.png)

Since \( \delta = (1, 1, \ldots, 1) \) we have

\[
\text{Rep}(\mathcal{Q}(\Gamma), \delta) = \{(a_0, a_1, \ldots, a_n, b_0, b_1, \ldots, b_n) \in \mathbb{C}^{n+1} \oplus \mathbb{C}^{n+1}\}
\]

and
\[ G(\delta) = \mathbb{C}^{n+1}/\mathbb{C}^* \simeq \mathbb{C}^n \]
\[ Z_\delta = \text{Lie}(G(\delta))^* = \{ (\mu_0, \ldots, \mu_n) \in \mathbb{C}^{n+1} \mid \sum_{i=0}^{n} \mu_i = 0 \} \]
\[ \mu^{-1}_\delta(Z_\delta) = \text{Rep}(\overline{Q}(\Gamma), \delta). \]

The action of \( G(\delta) \) on \( \text{Rep}(\overline{Q}(\Gamma), \delta) \) is given by

\[
(t_1 t_0^{-1} a_0, t_2 t_1^{-1} a_1, \ldots, t_0 t_n^{-1} a_n, t_0 t_1^{-1} b_0, t_1 t_2^{-1} b_1, \ldots, t_n t_0^{-1} b_n)
\]

The fundamental invariants for this action are

\[
z_i = a_i b_i, \quad i = 0, 1, 2, \ldots, n
\]
\[
x = a_0 a_1 \cdots a_n
\]
\[
y = b_0 b_1 \cdots b_n.
\]

These invariants satisfy relations

\[ xy = z_0 z_1 \cdots z_n. \]

Thus \( \text{Rep}(Q(\Gamma), \delta)//GL(\delta) \) is given as the hypersurface

\[ \{ (z_0, z_1, \ldots, z_n, x, y) \in \mathbb{C}^{n+3} \mid xy = z_0 z_1 \cdots z_n \} \]

If we introduce new coordinates on \( \text{Rep}(Q(\Gamma), \delta)//GL(\delta) \) by putting

\[ z = \frac{1}{n+1} \sum_{i=0}^{n} z_i; \quad t_i = z - z_i, \]

then we obtain the standard form of the semiuniversal deformation of the Kleinian singularity \( S = \{ xy = z^{n+1} \} \) of type \( A_n \) (see Theorem 3, Sect. 2.1).

\[ \mu^{-1}_\delta(Z)//G(\delta) = \{ (x, y, z, t_0, \ldots, t_n) \in \mathbb{C}^3 \times Z \mid xy = \prod_{i=0}^{n} (z - t_i) \} \]

\[ Z = \{ (t_0, t_1, \ldots, t_n) \in \mathbb{C}^{n+1} \mid \sum_{i=0}^{n} t_i = 0 \}. \]

### 4.5 Simultaneous resolution

Let \( V \) denote an affine algebraic variety over \( \mathbb{C} \). We will consider two types of quotient of \( V \) by a reductive algebraic group \( G \).

Let \( \mathbb{C}[V] \) be the coordinate ring of the affine algebraic variety \( V \). Then \( V//G \) is defined as the variety whose coordinate ring is the invariant part of \( \mathbb{C}[V] \):
\[ V//G := \text{Specm}(\mathbb{C}[V])^G. \]

By the geometric invariant theory [19], this is an affine algebraic variety. It is also known that the geometric points of \( V//G \) are closed \( G \)-orbits.

**Definition.** A point \( v \in V \) is called **semistable** if there exists \( f \in \mathbb{C}[V]^G \) such that \( f(v) \neq 0 \).

A point \( v \in V \) is called **stable** if there exists \( f \in \mathbb{C}[V]^G \) such that \( f(v) \neq 0 \), the isotropy group \( G_v = \{ g \in G | gv = v \} \) is finite, and the orbit \( G \cdot v = \{ gv, v \in V \} \) is closed in the affine open subset \( V_f = \{ w \in V | f(w) \neq 0 \} \).

A point \( v \in V \) is called **unstable** if it is not stable. By the geometric invariant theory, in the case \( V \) is a \( G \)-module, \( v \in V \) is unstable if and only if \( 0 \in \overline{G \cdot v} \) (the closure of the orbit of \( v \)).

Let \( \chi : G \rightarrow \mathbb{C}^* \) denote a multiplicative character of \( G \) (an element of additively written group \( X^*(G) = \text{Hom}(G, \mathbb{C}^*) \)). Then we consider the graded ring

\[ \mathbb{C}[V]^G,\chi := \bigoplus_{i=0}^{\infty} \mathbb{C}[V]_{\chi^m} \]

where \( \mathbb{C}[V]_{\chi^m} \) denotes the subspace of \( G \)-semi-invariants with respect to \( \chi^m \)

\[ \mathbb{C}[V]_{\chi^m} := \{ f \in \mathbb{C}[V] | f(gv) = \chi(g)^m f(v), \forall g \in G, \forall v \in V \}. \]

Let

\[ V//G^\chi := \text{Proj} \mathbb{C}[V]^{G,\chi} \]

be the homogeneous maximal spectrum of \( \mathbb{C}[V]^{G,\chi} \).

**Definition.** The natural projective morphism

\[ V//G^\chi \rightarrow V//G. \]

is called the **\( \chi \)-linear modification** of \( V//G \).

A point \( v \in V \) is called **\( \chi \)-semistable** if there exists \( f \in \mathbb{C}[V]_{m,\chi} \) with \( m > 0 \) such that \( f(v) \neq 0 \). Let us denote by \( V^{\chi-ss} \) the set of \( \chi \)-semistable points.

A point \( v \in V \) is called **\( \chi \)-stable** if there exists \( f \in \mathbb{C}[V]_{m,\chi} \) with \( m > 0 \) such that \( f(v) \neq 0 \); the isotropy group \( G_v = \{ g \in G | gv = v \} \) is finite; and the orbit
\(G \cdot v = \{gv, v \in V\}\) is closed in the affine open subset \(V_f = \{w \in V \mid f(w) \neq 0\}\). We write \(V^{ss}\) for the set of \(\chi\)-stable points.

We lift the \(G\)-action to the trivial line bundle \(L = V \times \mathbb{C}\) by

\[ g \cdot (x, z) := (g \cdot z, \chi(g)z). \]

Then the set of \(G\)-invariant section of \(L^{sm}\) can be identified with \(\mathbb{C}[V]_{m_\chi}\). Thus, the set \(V^{ss}\) is the set of the semi-stable points in the sense of Mumford [19]. Hence, there exist for the action on \(V^{ss}\) a algebraic quotient \(V^{ss} // G\) that is a quasi-projective variety (see [19], theorem 1.10). In this way, \(V // ^nG\) can be described as the algebraic quotient \(V^{ss} // G\).

Let \(Q = (Q_0, Q_1, s, t)\) be a quiver and let \(G(\alpha) = \prod_{\alpha \in Q_0} GL(\alpha_i, \mathbb{C}) / G_m\) be the algebraic group acting on the space of representations \(\text{Rep}(Q, \alpha)\) by conjugation. We note that the characters of \(G(\alpha)\) are given by

\[
\chi_\theta : G(\alpha) \longrightarrow \mathbb{C}^* \\
(g_i)_{i \in Q_0} \longmapsto \prod_{i \in Q_0} [\text{det}(g_i)]^{\theta_i},
\]

for \(\theta \in \mathbb{Z}^{Q_0}\) with \(\sum \theta_i \alpha_i = 0\). Such a vector \(\theta\) is considered as function

\[
\theta : \mathbb{Z}^{Q_0} \longrightarrow \mathbb{Z} \\
\beta \longmapsto \theta(\beta) := \sum_{i \in Q_0} \theta_i \beta_i.
\]

Using the Hilbert-Mumford criterion [19] the notion of \(\chi_\theta\)-stability (resp. \(\chi_\theta\)-semistability) can be translated into language of the representation of the quiver.

**Lemma 10** ([11], 3.2) Let \(X \in \text{Rep}(Q, \alpha)\) be a representation of quiver \(Q\) of dimension \(\delta\). Then \(X\) is \(\chi_\theta\)-stable (resp. \(\chi_\theta\)-semistable) with respect to the action of \(G(\alpha)\) on \(\text{Rep}(Q, \alpha)\) if and only if

\[ \theta(\dim N) < 0 \quad (\text{resp.} \quad \theta(\dim N) \leq 0) \]

for all non-trivial proper subrepresentations \(N\) of \(X\).

**Definition.** We say that a character \(\chi_\theta\) is **generic** if \(\theta(\delta) = 0\) but \(\theta(\beta) \neq 0\) for all \(0 < \beta < \alpha\).

**Lemma 11** If the character \(\chi_\theta\) is generic then the notions \(\chi_\theta\)-stability and \(\chi_\theta\)-semistability coincide.
PROOF. Let $X \in \text{Rep}(Q, \alpha)$ be $\chi_\theta$-semistable but not $\chi_\theta$-stable. Then there is a proper subrepresentation $X'$ of $X$ such that $\theta(\dim X') = 0$. This gives the contradiction to the definition of genericity for $\chi_\theta$. \hfill \square

Let $\mathcal{Q}(\Gamma)$ be the McKay quiver of type $\Delta(\Gamma)$ and $\delta$ be the minimal imaginary root as before (see Sect. 4.4). For any character $\chi_\theta$ we have the following diagram by applying a linear modification to Kronheimer’s construction:

$$
\begin{array}{c}
\mu_\delta^{-1}(Z_\theta)/\!/^\chi_\theta G(\delta) \\
\Phi \downarrow \quad \quad \downarrow \Phi \\
Z_\delta \\
\end{array}
\xrightarrow{\pi_X} 
\begin{array}{c}
\mu_\delta^{-1}(Z_\delta)/\!/G(\delta) \\
\end{array}
$$

\textbf{Theorem 8} [17] For generic $\chi_\theta$ diagram above is a simultaneous resolution of the morphism $\Phi$. In particular, $\mu_\delta^{-1}(0)/\!/^\chi_\theta G(\delta)$ is a minimal resolution of Kleinian singularity $\mathbb{C}^2/\Gamma$.

PROOF. 1) Since the character $\chi_\theta$ is generic, we have by Lemma 11

$$
\mu_\delta^{-1}(Z_\theta)/\!/^\chi_\theta G(\delta) = \mu_\delta^{-1}(Z_\delta)^{\chi_{-s}}/\!/G(\delta)
$$

$$
= \mu_\delta^{-1}(Z_\delta)^{\chi_{-s}}/\!/G(\delta).
$$

We note that if $X \in \mu_\delta^{-1}(Z_\delta)^{\chi_{-s}}$ then $\text{End}(X) = \mathbb{C}$. Thus $G(\delta)$ acts on $\mu_\delta^{-1}(Z_\delta)^{\chi_{-s}}$ with trivial isotropy group, i.e. it acts freely. By ([17], Lemma 3) $\mu_\delta$ is smooth in $X$. Thus restriction of $\mu_\delta$ to $\mu_\delta^{-1}(Z_\delta)^{\chi_{-s}}$ is smooth. Since $Z_\delta$ is smooth it follows that $\mu_\delta^{-1}(Z_\delta)^{\chi_{-s}}$ is also smooth. Therefore $\mu_\delta^{-1}(Z_\delta)/\!/^\chi_\theta G(\delta)$ is smooth. Finally, the smoothness of the map

$$
\mu_\delta^{-1}(Z_\delta)/\!/^\chi_\theta G(\delta) \longrightarrow Z_\delta
$$

follows from the following commutative diagram

\[
\begin{array}{c}
\mu_\delta^{-1}(Z_\delta)^{\chi_{-s}} \\
\downarrow \\
Z_\delta.
\end{array}
\xrightarrow{\pi_X} 
\begin{array}{c}
\mu_\delta^{-1}(Z_\delta)/\!/^\chi_\theta G(\delta) \\
\end{array}
\]

2) All the fibers $\mu_\delta^{-1}(z)/\!/^\chi_\theta G(\delta)$ are minimal resolution of the singular fibers $\mu_\delta^{-1}(z)/\!/G(\delta)$. This follows from an interpretation of the $\mu_\delta^{-1}(z)/\!/^\chi_\theta G(\delta)$ as
symplectic quotient of the symplectic manifold $\mu_\delta^{-1}(Z_\delta)^{\chi-\sigma}$ by the freely acting group $G(\delta)$. We will show that the resolution is minimal, that is the canonical bundle of $\mu_\delta^{-1}(z)/\!/^0G(\delta)$ is trivial. By [39], Lemma 5.4, the tangent space of $\mu_\delta^{-1}(z)/\!/^0G(\delta)$ has a symplectic structure. This implies that the canonical bundle is trivial, since the cotangent bundle is isomorphic to the tangent bundle via the symplectic structure.

\[ \square \]

**Remark.** The strategy for above proof does not give an analysis of exceptional component. In [5] Cassens has tried to describe the exceptional set of the resolution $\mu_\delta^{-1}(z)/\!/^0G(\delta) \rightarrow \mu_\delta^{-1}(z)/\!/G(\delta)$. Unfortunately, it was not clear.

**Example.** Let $\Gamma = C_{n+1}$ be the cyclic group of order $n + 1$ then the McKay quiver $\mathcal{Q}(\Gamma)$ is of type $\tilde{A}_n$ (see the example in Sect. 4.4). Let us choose a character of $G(\delta)$ as follows

\[
\chi : G(\delta) \rightarrow \mathbb{C}^* \quad (t_0, t_1, \ldots, t_n) \longmapsto t_0^n t_1 \cdots t_n.
\]

Let

\[
X_i = a_0 a_i \cdots a_i \\
Y_i = b_{i+1} b_{i+2} \cdots b_n \\
\text{for } i = 0, 1, 2, \ldots, n - 1.
\]

Then $X_i$ and $Y_i$ satisfy the following relations

\[
z_0 z_1 \cdots z_i Y_i = X_i y \\
z_i z_{i+1} z_{i+2} \cdots z_n X_i = Y_i x \\
X_j Y_i = X_i z_{i+1} \cdots z_j Y_j, \quad (i < j).
\]

The action $G(\delta)$ on the space

\[
\{X_0, X_1, \ldots, X_{n-1}, Y_0, Y_1, \ldots, Y_{n-1}\}
\]

is given by

\[
(t_1 t_0^{-1} X_0, t_2 t_0^{-1} X_1, \ldots, t_n t_0^{-1} X_{n-1}, t_1 t_0^{-1} Y_0, t_2 t_0^{-1} Y_1, \ldots, t_n t_0^{-1} Y_{n-1})
\]

There are $2^n$ $\chi$-semi-invariants which have the form $X_A Y_{\overline{A}}$ where

\[
A \subseteq \{0, 1, \ldots, n - 1\}, \overline{A} = \{0, 1, \ldots, n - 1\} \setminus A
\]

and
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\[
X_A = X_{i_0} \ldots X_{i_k}, Y_A = Y_{i_0} \ldots Y_{i_k}, \text{if } A = \{i_0, \ldots, i_k\}
\]

There are only the following \((n+1)\)-\(\chi\)-semi-invariants which are independent from \(\mathbb{C}[\mu_\delta^{-1}(Z_\delta)]^{G(\delta)}\):

\[
\begin{align*}
f_0 &= X_0X_1 \cdots X_{n-1} \\
f_1 &= X_0X_1 \cdots X_{n-2}Y_{n-1} \\
&\vdots \\
f_{n-j-2} &= X_0 \cdots X_{j+1}Y_{j+2} \cdots Y_{n-1} \\
&\vdots \\
f_n &= Y_0Y_1 \cdots Y_{n-1}.
\end{align*}
\]

We have

\[
\mu_\delta^{-1}(Z_\delta) / / \chi G(\delta) = \text{Proj}(\mathbb{C}[\mu_\delta^{-1}(Z_\delta)]^{G(\delta)}[f_0, f_1, \ldots, f_n]) \\
\subset \mu_\delta^{-1}(Z_\delta) / / G(\delta) \times \mathbb{P}^1 \times \cdots \times \mathbb{P}^1.
\]

Let \(U_0, U_1, \ldots, U_n\) be the open subsets of \(\mathbb{C}^3 \times \mathbb{P}^1 \times \cdots \times \mathbb{P}^1\) defined by

\[
\begin{align*}
U_0 &= \{Y_0 \neq 0\} \\
U_\rho &= \{X_{\rho-1} \neq 0, Y_\rho \neq 0\}, \rho = 1, \ldots, n-1 \\
U_n &= \{X_{n-1} \neq 0\}
\end{align*}
\]

In \(U_\rho\), we let

\[
\sigma_\rho = \frac{Y_{\rho-1}}{X_{\rho-1}} \quad \text{and} \quad \tau_{\rho+1} = \frac{X_\rho}{Y_\rho}
\]

We can take a parameterization of \(\mu_\delta^{-1}(Z_\delta) / / \chi G(\delta) \cap U_\rho\) as follows

\[
\begin{align*}
(Y_i : X_i) &= (z_{i+1} \cdots z_{\rho-1}\sigma_\rho : 1) \quad \text{for } 0 \leq i < \rho - 1 \\
(Y_i : X_i) &= (1 : z_{\rho+1} \cdots z_{\rho+i}\tau_{\rho+1}) \quad \text{for } \rho < i \leq n - 1 \\
(Y_{\rho-1} : X_{\rho-1}) &= (\sigma_\rho : 1) \\
(Y_{\rho} : X_{\rho}) &= (1 : \tau_{\rho+1}) \\
x &= \tau_{\rho+1}z_{\rho+1} \cdots z_n \\
y &= \sigma_\rho z_0 \cdots z_{\rho-1} \\
z_\rho &= \sigma_\rho \tau_{\rho+1}.
\end{align*}
\]

By parameter change \(z = \frac{1}{n+1} \sum_{i=0}^n z_i\) and \(t_i = z - z_i\) we have
\[(Y_i : X_i) = \sigma_\rho \prod_{\nu = i + 1}^{\rho - 1} (z - t_\nu : 1) \quad \text{for} \quad 0 \leq i < \rho - 1 \]
\[(Y_i : X_i) = (1 : \tau_{\rho + 1} \prod_{\nu = \rho + 1}^{\rho} (z - t_\nu)) \quad \text{for} \quad \rho < i \leq n - 1 \]
\[(Y_{\rho - 1} : X_{\rho - 1}) = (\sigma_\rho : 1) \]
\[(Y_\rho : X_\rho) = (1 : \tau_{\rho + 1}) \]
\[x = \tau_{\rho + 1} \prod_{\nu = \rho + 1}^{\rho} (z - t_\nu) \]
\[y = \sigma_\rho \prod_{\nu = 0}^{\rho - 1} (z - t_\nu) \]
\[z - t_\rho = \sigma_\rho \tau_{\rho + 1}. \]

Finally, put \(x = i\bar{x} + \bar{y}\) and \(y = i\bar{x} - \bar{y}\) then we obtain all equations in Kas’s construction (see the example in Sect. 2.3).
5 Nilpotent and stable representations of quivers

5.1 Nilpotent representations

In this section we use the notations as in Sect. 4.3.

Definition. An element \( X = (X_i, X(a)) \in \text{Rep}(Q, \alpha) \) is called to be nilpotent if there exists an integer \( N \geq 2 \) such that the composition

\[
X(a_{i_N}) X(a_{i_{N-1}}) \cdots X(a_{i_2}) X(a_{i_1})
\]

is equal to zero for any sequence of arrows \( a_{i_1}, a_{i_2}, \ldots, a_{i_N} \in Q_1 \) such that \( t(a_{i_1}) = s(a_{i_2}), t(a_{i_2}) = s(a_{i_3}), \ldots, t(a_{i_{N-1}}) = s(a_{i_N}) \).

Let us define a subvariety \( \text{Rep}(\Pi(Q), \alpha)_{\text{nil}} \) of \( \text{Rep}(\Pi(Q), \alpha) \) by

\[
\text{Rep}(\Pi(Q), \alpha)_{\text{nil}} := \{ X \in \text{Rep}(\Pi(Q), \alpha) \mid X \text{ is nilpotent} \}.
\]

This variety is introduced by Lusztig [13].

Theorem 9 ([13], Theorem 8.7)

\( \text{Rep}(\Pi(Q), \alpha)_{\text{nil}} \) has pure dimension equal to \( \frac{1}{2} \dim \text{Rep}(\overline{Q}, \alpha) \).

Let \( \Omega \) denote an orientation of the quiver \( \overline{Q} \) (i.e. a subset \( \Omega \subset \overline{Q}_1 \) such that \( \Omega^op \cup \Omega = \overline{Q}_1, \Omega^op \cap \Omega = \emptyset \), where \( \Omega^op \) consists of reversed arrows \( a^* : j \to i \) for all arrows \( a : i \to j \) in \( \Omega \)). Let

\[
C_{\Omega} = \{(X(a))_{a \in \overline{Q}_1} \in \text{Rep}(\overline{Q}, \alpha) \mid X(a) = 0 \text{ for all } a \notin \Omega \}
\]

If \( Q \) is a Dynkin quiver or an extended Dynkin quiver and \( \Omega \) is an orientation of \( \overline{Q} \) (non-cyclic for the case \( \tilde{A}_n \)), then \( C_{\Omega} \) is an irreducible component of \( \text{Rep}(\Pi(Q), \alpha)_{\text{nil}} \). In the case of type \( \tilde{A}_n \), all irreducible components of \( \text{Rep}(\Pi(Q), \alpha)_{\text{nil}} \) are of this form. However, in all other cases there are more components of \( \text{Rep}(\Pi(Q), \alpha)_{\text{nil}} \) which are different from the \( C_{\Omega} \). Hille [8] gave a formula determining the number of irreducible components of \( \text{Rep}(\Pi(Q), \alpha)_{\text{nil}} \). In particular, this formula allows us to determine explicitly the number of irreducible components of \( \text{Rep}(\Pi(Q(\Gamma)), \delta)_{\text{nil}} \) for the McKay quivers \( \overline{Q}(\Gamma) \) of type \( \Delta(\Gamma) \) except the case \( \Delta(\Gamma) = E_6 \).

5.1.1 The standard diagram for the Lusztig's nilpotent variety

We consider the following diagram [8]
\[
\times \text{Rep}
\begin{array}{c}
\tilde{\mathcal{A}}_0, \alpha_{\pi(w)} \\
w
\end{array}
\xrightarrow{\pi^c} \text{Rep}(\Pi(Q), \alpha) \xrightarrow{\pi^a}
\times \text{Rep}
\begin{array}{c}
\tilde{\mathcal{A}}_1, (\alpha_{s(u)}, \alpha_{t(u)}) \\
u \in Q_1
\end{array}
\downarrow \pi^p
\times \text{Rep}(F_{n[q]-1}, \alpha_{q}),
\]

where the first product is over all cycles in $\overline{Q}$.

Let $w = a_1, a_2, \ldots, a_i$ is a such cycle, then we define

\[
\pi^c(X) = (\pi^c_w(X))_w := (X(a_i), \ldots, X(a_2), X(a_1))_w.
\]

We define

\[
\pi^a(X) = (\pi^a_u(X))_{u \in Q_1},
\]

where the map $\pi^a_u$ sends a representation $X$ to its restriction on the quiver $\tilde{\mathcal{A}}_1$ with arrows $u$ and $u^*$.

Finally, the map $\pi^p$ sends the representation $X$ to the representation of the free associative algebra with $n(q) - 1$ generators, where

\[
n(q) := \sharp\{u \in \overline{Q}_1 \mid s(u) = q\}.
\]

The representation $X$ is mapped to the vector space $X_q$ with the linear map $X(u^*)X(u)$ (for $u \in \overline{Q}_1$ and $(u^*)^* = u$). Because the linear map $X(u^*)X(u)$ satisfies exactly one linear relation (the relation of preprojection algebra $\Pi(Q)$, see Sect. 4.3) $\pi^p(X)$ is a representation of $F_{n[q]-1}$.

If we restrict the maps $\pi^a, \pi^c, \pi^p$ to Lusztig's nilpotent variety $\text{Rep}(\Pi(Q), \alpha)_{\text{nil}}$, then the images are again nilpotent. So we obtain the diagram

\[
\times \text{Rep}
\begin{array}{c}
\tilde{\mathcal{A}}_0, \alpha_{\pi(w)} \\
w
\end{array}
\xleftarrow{\pi^c} \text{Rep}(\Pi(Q), \alpha) \xrightarrow{\pi^a}
\times \text{Rep}
\begin{array}{c}
\tilde{\mathcal{A}}_1, (\alpha_{s(u)}, \alpha_{t(u)}) \\
u \in Q_1
\end{array}
\downarrow \pi^p
\times \text{Rep}(F_{n[q]-1}, \alpha_{q})_{\text{nil}}.
\]

### 5.1.2 Nilpotent classes

Let $n$ be a natural number. We write a **partition** of $n$ in non-increasing order, that is a sequence of positive integers
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\[ \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_s), \quad \sum_{i=1}^{s} \lambda_i = n, \]

where the \( \lambda_i \) non-increasing

\[ \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_s > 0. \]

If \((\lambda_1, \lambda_2, \ldots, \lambda_s)\) is a partition of \(n\), then we write \(\lambda \vdash n\).

Each partition \((\lambda_1, \lambda_2, \ldots, \lambda_s)\) of \(n\) corresponds to a conjugacy class of nilpotent \(n \times n\)-matrices. If \(A\) is such a matrix, then \(A\) is equivalent to a matrix in Jordan normal form, where the Jordan blocks have lengths \(\lambda_1, \lambda_2, \ldots, \lambda_s\). Then the zero-partition is the partition \(\lambda = (1, 1, \ldots, 1)\), it corresponds to the zero-matrix. The regular partition is the partition \(\lambda = (n)\), it corresponds to the regular nilpotent class, and the subregular partition is the partition \(\lambda = (n-1, 1)\), it corresponds to the subregular nilpotent class. We denote \(C(\lambda)\) the class of nilpotent matrices corresponding to the partition \(\lambda\).

Each partition \((\lambda_1, \lambda_2, \ldots, \lambda_s)\) of \(n\) corresponds to a Young diagram, that is an array of \(n\) boxes, arranged in \(s\) rows with \(\lambda_i\) boxes in the \(i\)-th row, so that the left most boxes of each row form a column.

**Definition.** Let \(\lambda, \mu\) be two partitions. Then we define

\[ NA(\lambda, \mu) := \begin{cases} 0 & \text{if } | \lambda_i - \mu_i | > 1 \text{ for some } i \\ \prod_{a=1}^{\infty} (\# \{ i \mid \lambda_i = a = \mu_i \} + 1) & \text{else}. \end{cases} \]

**Example.** Let

\[
\begin{align*}
\lambda &= (4, 3, 2, 2, 2, 2, 1) \\
\mu_1 &= (4, 2, 2, 2, 1, 1, 1, 1) \\
\mu_2 &= (4, 3, 2, 2, 1, 1, 1) \\
\alpha &= (2, 2, 2, 1, 1) \\
\beta &= (4, 3, 2).
\end{align*}
\]

Then \(NA(\lambda, \mu_1) = 2.3 = 6, NA(\lambda, \mu_2) = 2.3.2.2 = 24, NA(\lambda, \alpha) = 0\) (because \(| \lambda_1 - \alpha_1 | = 2\)), \(NA(\lambda, \beta) = 0\) (because \(| \lambda_4 - \beta_4 | = 2\)).

Let \(\lambda^i\) be partitions of a fixed natural number \(d\). Then we define the following variety

\[ \text{Rep}(F_n; \lambda^0, \ldots, \lambda^n) := \{(A_0, \ldots, A_n) \mid \exists b_u : A_i \in b_u \cap C(\lambda^i), \sum_{i=0}^{n} A_i = 0\}. \]

This variety consists of all \((n + 1)\)-tuples of nilpotent matrices which are simultaneously triagonalizable, whose sum is zero and lying in given nilpotent
classes. Note that the relation corresponds to the relation \( \sum a^*a = \sum aa^* \) in the preprojective algebra.

**Definition.** For \( n + 1 \) partitions \( \lambda^0, \cdots, \lambda^n \) of the natural number \( d \) we define \( NP(\lambda^0, \cdots, \lambda^n) \) as the number of irreducible components of \( \text{Rep}(F_n; \lambda^0, \cdots, \lambda^n) \) of dimension \( \frac{1}{2} \sum_{i=0}^{n} \dim C(\lambda^i) \).

In general it is not easy to count the irreducible components of the variety \( \text{Rep}(F_n; \lambda^0, \cdots, \lambda^n) \). However in some special cases the number \( NP \) are easy to calculate.

**Lemma 12** Let \( d \) be a natural number and let \( \lambda^0, \ldots, \lambda^n \) be partitions of \( d \). Then

\[
1) \\
NP(\lambda^0) = \begin{cases} 
0 & \text{for} \quad \lambda^0 \neq (1, 1, \ldots, 1) \\
1 & \text{for} \quad \lambda^0 = (1, 1, \ldots, 1) 
\end{cases}
\]

\[
2) \\
NP(\lambda^0, \lambda^1) = \begin{cases} 
0 & \text{for} \quad \lambda^0 \neq \lambda^1 \\
1 & \text{for} \quad \lambda^0 = \lambda^1 
\end{cases}
\]

\[
3) \\
NP((1, 1, \ldots, 1)\lambda^1, \ldots, \lambda^n) = NP(\lambda^1, \ldots, \lambda^n).
\]

**Proof.** 1) Since the equality \( \sum_{i=0}^{n} A_i = 0 \) it follows \( A_0 = 0 \). Thus \( \lambda^0 \) must be \( (1, 1, \ldots, 1) \). 2) Since \( A_0 + A_1 = 0 \) we have to \( \lambda^0 = \lambda^1 \). 3) Since \( A_0 = 0 \) the equality \( \sum_{i=0}^{n} A_i = 0 \) is equivalent to \( \sum_{i=1}^{n} A_i = 0 \). The result follows. \( \square \)

**5.1.3 The irreducible components of the nilpotent variety**

We say that a representation of \( \text{Rep}(\Pi(Q), \alpha) \) is **locally nilpotent** if its image under the morphism \( \pi^p \) is nilpotent. Then we define a subvariety \( \text{Rep}(\Pi(Q), \alpha)_{w-nil} \) of \( \text{Rep}(\Pi(Q), \alpha) \) by

\[
\text{Rep}(\Pi(Q), \alpha)_{w-nil} := \{ X \in \text{Rep}(\Pi(Q), \alpha) \mid X \text{ is locally nilpotent} \}.
\]

We shall denote \( NC(Q, \alpha) \) the number of elements of irreducible components of \( \text{Rep}(\Pi(Q), \alpha)_{nil} \) and write \( NC(Q, \alpha)_w \) for the number of irreducible components of \( \text{Rep}(\Pi(Q), \alpha)_{w-nil} \) of dimension \( \dim \text{Rep}(Q, \alpha) \).
Theorem 10 [8] The variety \( \text{Rep}(\Pi(Q), \alpha)_{w-n\bar{u}} \) has dimension \( \sum_{u \in Q_1} \alpha_{s(u)} \alpha_{t(u)} \). The number of irreducible components of \( \text{Rep}(\Pi(Q), \alpha)_{w-n\bar{u}} \) of dimension \( \sum_{u \in Q_1} \alpha_{s(u)} \alpha_{t(u)} \) is equal to

\[
NC(Q, \alpha)_w = \sum_{\Delta} \prod_{q \in Q_0} NP(\lambda^{s,v} \mid s(v) = q) \prod_{u \in Q_1} NA(\lambda^{s(u),u}, \lambda^{s(u),u^*}),
\]

where the sum is over all tuples of partitions \( \Delta = (\lambda^{s(u),u} \mid u \in Q_1) \) with \( \lambda^{s(u),u} \vdash \alpha_{s(u)} \).

Theorem 11 [8] 1) Let \( Q \) be an extended Dynkin quiver and let \( \delta \) be the minimal imaginary root with respect to \( Q \). Then

\[
NC(Q, \delta)_w = \begin{cases} 
2^{n+1} & \text{for } Q = \widetilde{A}_n \\
25d(n-4) & \text{for } Q = \widetilde{D}_n \quad n > 4 \\
1805 & \text{for } Q = \widetilde{E}_6 \\
52410 & \text{for } Q = \widetilde{E}_7,
\end{cases}
\]

here \( d \) is the function \( \mathbb{N} \rightarrow \mathbb{N} \) satisfying

\[
d(2i) = 2 \cdot 5^i f(2i + 1) + 5^i f(2i) \\
d(2i + 1) = 7 \cdot 5^i f(2i + 1) + 4 \cdot 5^i f(2i),
\]

where \( f \) denotes the Fibonacci-sequence, i.e.

\[
f(0) = 0 \\
f(1) = 1 \\
f(i + 1) = f(i) + f(i - 1).
\]

2) If \( Q \) is a star (e.g. of type \( \widetilde{E}_6, \widetilde{E}_7, \widetilde{E}_8, \widetilde{D}_i \)), then

\[
NC(Q, \delta) = NC(Q, \delta)_w.
\]

3) If \( Q \) is not star (i.e. of type \( \widetilde{A}_n, \widetilde{D}_n, n > 4 \)), then

\[
NC(Q, \delta) = \begin{cases} 
NC(Q, \delta)_w - 2 & \text{for } Q = \widetilde{A}_n \\
NC(Q, \delta)_w - 1 & \text{for } Q = \widetilde{D}_n.
\end{cases}
\]

Example. We check the formula in the above theorem for the McKay quivers of type \( \widetilde{D}_4 \) and \( \widetilde{D}_6 \). The result is given in the tables below.
The calculation of $NC(\widetilde{D}_4, \delta)_w = 49$

<table>
<thead>
<tr>
<th>$2 - 1$</th>
<th>$2 - 1$</th>
<th>$2 - 1$</th>
<th>$2 - 1$</th>
<th>$\iota$</th>
<th>$\prod NA$</th>
<th>$\sum$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2)</td>
<td>(2)</td>
<td>(2)</td>
<td>(2)</td>
<td>1</td>
<td>1.1.1.1 = 1</td>
<td>1</td>
</tr>
<tr>
<td>(2)</td>
<td>(2)</td>
<td>(2)</td>
<td>(1, 1)</td>
<td>4</td>
<td>1.1.1.2 = 2</td>
<td>8</td>
</tr>
<tr>
<td>(2)</td>
<td>(2)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>6</td>
<td>1.1.2.2 = 4</td>
<td>24</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>1</td>
<td>2.2.2.2 = 16</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>49</td>
</tr>
</tbody>
</table>

The calculation of $NC(\widetilde{D}_5, \delta)_w = 175$

<table>
<thead>
<tr>
<th>$2 - 1$</th>
<th>$2 - 1$</th>
<th>$2 - 2$</th>
<th>$2 - 1$</th>
<th>$2 - 1$</th>
<th>$\iota$</th>
<th>$\prod NA$</th>
<th>$\sum$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2)</td>
<td>(2)</td>
<td>(2)</td>
<td>(2)</td>
<td>(2)</td>
<td>1</td>
<td>1.1.2.1.1 = 2</td>
<td>2</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>(2)</td>
<td>(2)</td>
<td>(2)</td>
<td>(2)</td>
<td>4</td>
<td>2.1.2.1.1 = 4</td>
<td>16</td>
</tr>
<tr>
<td>(2)</td>
<td>(2)</td>
<td>(1, 1)</td>
<td>(2)</td>
<td>(2)</td>
<td>2</td>
<td>1.1.1.1.1 = 1</td>
<td>2</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>(2)</td>
<td>(2)</td>
<td>(2)</td>
<td>(1, 1)</td>
<td>4</td>
<td>2.1.2.2.1 = 8</td>
<td>32</td>
</tr>
<tr>
<td>(2)</td>
<td>(2)</td>
<td>(1, 1)</td>
<td>(2)</td>
<td>(1, 1)</td>
<td>4</td>
<td>1.1.1.2.1 = 2</td>
<td>8</td>
</tr>
<tr>
<td>(2)</td>
<td>(2)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(2)</td>
<td>1</td>
<td>1.1.3.1.1 = 3</td>
<td>3</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(2)</td>
<td>(2)</td>
<td>2</td>
<td>2.2.1.1.1 = 4</td>
<td>8</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(2)</td>
<td>2</td>
<td>2.2.3.1.1 = 12</td>
<td>24</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(2)</td>
<td>(1, 1)</td>
<td>4</td>
<td>2.2.1.2.1 = 8</td>
<td>32</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>1</td>
<td>2.2.3.2.2 = 48</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>175</td>
<td></td>
</tr>
</tbody>
</table>

5.2 Stable representations of quivers

Let $Q = (Q_0, Q_1, s, t)$ be a quiver. We define the space of weights $\mathbb{H}(d)$ with respect to the dimension vector $d \in \mathbb{N}^{Q_0}$ by

$$\mathbb{H}(d) := \{ \theta \in \mathbb{Z}^{Q_0} \mid \theta(d) = \sum \theta_i d_i = 0 \}.$$  

**Definition.** Let $X = (X_i, X(a)) \in \text{Rep}(Q, d)$ be a representation of dimension vector $d$ and $\theta \in \mathbb{H}(d)$ be a weight with respect to a dimension vector $d$. The representation $X$ is $\theta$-stable if for all proper non-zero subrepresentation $N$ of $X$ we have $\theta(\dim N) < 0$. It is said to be $\theta$-semistable if for each subrepresentation $N$ we have $\theta(\dim N) \leq 0$.

A representation $X$ is stable (resp. semistable) if there exists a weight $\theta$, so that $X$ is $\theta$-stable (resp. $\theta$-semistable). We denote

$$\text{Rep}(Q, d)^{\text{stab}} := \{ X \in \text{Rep}(Q, d) \mid X \text{ is stable} \}$$
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the stable part of $\text{Rep}(Q, d)$.

Let $\theta$ and $\theta'$ be two weights in $\mathbb{H}(d)$, we say that $\theta$ is d-equivalent to $\theta'$ if for any $X$ of $\text{Rep}(Q, d)$, $X$ is $\theta$-stable if and only if $X$ is $\theta'$-stable and for any $X$ of $\text{Rep}(Q, d)$ $X$ is $\theta$-semistable if and only if $X$ is $\theta'$-semistable.

We can also define the wall system with respect to dimension vector $d$. That is the minimal set of hyperplanes $\{W_i\}_{i \in I}$ in $\mathbb{H}(d)$, where $I$ is a finite index set, with the following property: whenever two weights $\theta$ and $\theta'$ in $\mathbb{H}(d)$ lie on the same open side of each of these hyperplanes $W_i$, then they are $d$-equivalent.

5.3 Relation between the exceptional set and the nilpotent variety $\text{Rep}(\Pi(Q), \delta)_{\text{nil}}$

**Lemma 13** An element $0 \neq X = (X_i, X(a))_{i \in \mathbb{Q}_0, a \in Q_1} \in \text{Rep}(Q, \alpha)$ is unstable under the action of $G(\alpha)$ if and only if it is nilpotent.

**PROOF.** Assume that $X = (X_i, X(a))_{i \in \mathbb{Q}_0, a \in Q_1} \in \text{Rep}(Q, \alpha)$ is unstable. Then $0 \in G(\alpha) \cdot X$. By Hilbert’s criterion, there is a 1-parameter subgroup $\lambda : \mathbb{C}^* \rightarrow G(\alpha)$ such that

$$\lim_{t \to 0} \lambda(t) \cdot X = 0. \quad (1)$$

For each $k \in Q_0$ we make the $\lambda$-weight decomposition of $X_k$

$$X_k = \bigoplus_{m \in \mathbb{Z}} X_k^m,$$

where $X_k^m := \{ v \in X_k \mid \lambda(t) \cdot v = t^m v \}$.

Let

$$X_k^{[n]} := \bigoplus_{m \geq n} X_k^m.$$

Then we have a filtration of $X_k$.

Let $\iota_i$ be the inclusion of $X_k^i$ into $\bigoplus_{m \in \mathbb{Z}} X_k^m$, and let $\pi_i$ be the projection of $\bigoplus_{m \in \mathbb{Z}} X_k^m$ to $X_k^i$.

For $a \in Q$ the linear map

$$X(a) = \bigoplus_{m \in \mathbb{Z}} X_{s(a)}^m \rightarrow \bigoplus_{m \in \mathbb{Z}} X_{t[a]}^m$$
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has the form

\[ X(a) = (\pi_k X(a)_{i,k})_{i,k} = (X(a)_{i,k})_{i,k}, \]

where \( X(a)_{i,k} \) are the maps

\[ X(a)_{i,k} : X^i_{s(a)} \longrightarrow X^k_{t(a)}. \]

We have

\[ \lambda(t) \cdot X(a) = (\lambda(t) \cdot X(a)_{i,k} \cdot \lambda^{-1}(t)) = (t^{k-i}X(a)_{i,k}). \]  \hspace{1cm} (2)

By existing of the limit \( \lim_{t \to 0} \lambda(t) \cdot X(a) \) it must have

\[ X(a)_{i,k} = 0 \quad \text{for all} \quad k < i. \]

Thus \( X(a) \) gives a map \( X^{(n)}_{s(a)} \longrightarrow X_{t(a)}^{(n)} \), for all \( n \). Therefore the subspaces \( X^{(n)}_k \) determine subrepresentations \( X^n \) of \( X \). These subrepresentations form a filtration of \( X \):

\[ 0 = X^{(N)} \subseteq \ldots \subseteq X^{(n)} \subseteq X^{(n-1)} \subseteq \ldots \subseteq X^{(M)} = X \]
for \( N \gg 0 \) and \( M \ll 0 \).

This may be rewritten as

\[
0 = X^{(N)}_{s(a)} \subseteq \ldots \subseteq X^{(n)}_{s(a)} \subseteq X^{(n-1)}_{s(a)} \subseteq \ldots \subseteq X^{(1)}_{s(a)} = X_{s(a)}
\]

\[
0 = X^{(N)}_{t(a)} \subseteq \ldots \subseteq X^{(n)}_{t(a)} \subseteq X^{(n-1)}_{s(a)} \subseteq \ldots \subseteq X^{(1)}_{t(a)} = X_{t(a)}.
\]

From (1) and (2) it follows that

\[
\lim_{t \to 0} \lambda(t) \cdot X(a) = \bigoplus_{n=M}^{N-1} \left( X^n_{s(a)}, X(a)_{nn} \right)
\]

\[
= \bigoplus_{n=M}^{N-1} X^n / X^{n+1} = 0.
\]

Hence it must have

\[
X^n_{s(a)}/X^{n+1}_{s(a)} = 0 \quad \text{or} \quad X^n_{t(a)}/X^{n+1}_{t(a)} = 0
\]

i.e.

\[
X^n_{s(a)} = X^{n+1}_{s(a)} = 0 \quad \text{or} \quad X^n_{t(a)} = X^{n+1}_{t(a)} = 0
\]

for all \( n = M, \ldots, (N-1) \) and \( a \in Q_1 \).

If \( X^n_{s(a)} = X^{n+1}_{s(a)} = 0 \), then

\[
X(a)(X^n_{s(a)}) = X(a)(X^{n+1}_{s(a)}) \subseteq X^{n+1}_{t(a)}.
\]

If \( X^n_{t(a)} = X^{n+1}_{t(a)} = 0 \), then

\[
X(a)(X^n_{s(a)}) \subseteq X(a)(X^{n}_{t(a)}) \subseteq X^{n+1}_{t(a)}.
\]

Thus we have always

\[
X(a)(X^n_{s(a)}) \subseteq X^{n+1}_{t(a)}.
\]

Now, for any sequence \( a_1, a_2, \ldots, a_N \) in \( Q_1 \) such that \( t(a_1) = s(a_2), t(a_2) = s(a_3), \ldots, t(a_{N-1}) = s(a_N) \) we see that

\[
X(a_1)(X^n_{s(a_1)}) \subseteq X^2_{t(a_1)} = X^2_{s(a_2)}
\]

\[
X(a_2)(X(a_1)(X^n_{s(a_1)})) \subseteq X(a_2)(X^2_{s(a_2)}) \subseteq X^3_{t(a_2)} = X^3_{s(a_3)}
\]

\[\ldots\]

\[
X(a_N) \cdots X(a_1)(X^n_{s(a_1)}) = X_N^{t(a_N)} = 0.
\]
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Thus, the representation $X = (X_i, X(a))$ is nilpotent.

Conversely, assume $X = (X_i, X(a))$ is nilpotent. If $p = a_1 \cdots a_m$ is a path in $\mathbb{C}Q$ that starts and ends at the same vertex, then the function $\text{tr}_p$ given by

$$\text{tr}_p(X) = \text{tr}_p(X(a_m) \cdots X(a_2)X(a_1))$$

is invariant under the action of $G(\alpha)$. By Le Bruyn and Procesi([4]) the algebra $\mathbb{C}[\text{Rep}(Q, \alpha)]^{G(\alpha)}$ is generated by the trace functions $\text{tr}_p$.

Since $X$ is nilpotent, $\text{tr}_p X = 0$ for all cyclic paths $p$ in $\mathbb{C}Q$. Thus, all invariants vanish at $X$ and therefore it is unstable. \hfill \Box

Now, let $\overline{Q}(\Gamma)$ be the McKay quiver of type $\Delta(\Gamma)$ and $\delta$ be the minimal imaginary root as before. Let $\theta$ be a weight in $\mathbb{H}(\delta)$. We denote

$$\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\theta} := \{X \in \text{Rep}(\Pi(Q(\Gamma)), \delta) \mid X \text{ is } \theta\text{-stable}\}$$

the $\theta$-stable part of $\text{Rep}(\Pi(Q(\Gamma)), \delta)$.

For generic weight $\theta$ the minimal resolution $\pi$ of the Kleinian singularity $\mathbb{C}^2/\Gamma$ can be put in the following commutative diagram

$$
\begin{array}{ccc}
\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\theta} & \xrightarrow{\rho_{\theta}} & \text{Rep}(\Pi(Q(\Gamma)), \delta)_{\theta}/G(\delta) \\
\downarrow & & \downarrow \pi \\
\text{Rep}(\Pi(Q(\Gamma)), \delta) & \xrightarrow{\rho} & \text{Rep}(\Pi(Q(\Gamma)), \delta)/G(\delta) \simeq \mathbb{C}^2/\Gamma
\end{array}
$$

where the maps $\rho$ and $\rho_{\theta}$ are the quotient morphisms.

The following theorem plays an important part in our work.

**Theorem 12** The exceptional set of the minimal resolution $\pi$ is given by

$$\pi^{-1}(0) = \rho_{\theta}(\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\theta, \text{nil}}).$$

**PROOF.** It is known that the zero-fiber consists of the unstable elements. By Lemma 13 the unstable elements of $\text{Rep}(\Pi(Q(\Gamma)), \delta)$ are nilpotent. Thus we have

$$\text{Rep}(\Pi(Q(\Gamma)), \delta)_{\text{nil}} = \rho^{-1}(0).$$
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So by commutativity of the diagram above it follows

$$\pi^{-1}(0) = \rho_0(\text{Rep}(\Pi(Q(\Gamma)), \delta)^{\Theta}_{\text{nil}}).$$

\[\square\]

The theorem shows that to describe the exceptional set $\pi^{-1}(0)$ of the resolution $\pi$ we need to consider the nilpotent variety $\text{Rep}(\Pi(Q(\Gamma)), \delta)^{\Theta}_{\text{nil}}$.

**Definition.** Let $X$ and $Y$ be two varieties of the same dimension. We say that $X$ meets $Y$ if and only if $\text{codim}(X \cap Y) = 1$.

Let $X$ be a reducible variety which has pure dimension $n$. We define the **intersection diagram** $\Gamma(X)$ with respect to $X$ as follows: Associate to each irreducible component $X_i \in \text{Irr}(X)$ a vertex $i \in \Gamma(X)$. Vertices $i$ and $j$ are connected by an edge if the component $X_i$ meets the component $X_j$.

It is known that the exceptional set of the minimal resolution of the Kleinian singularities of type $\tilde{A}_n$, $\tilde{D}_n$, or $\tilde{E}_n$ is the union of the complex projective lines and its intersection diagram is the Dynkin diagram of the same type (see Theorem 5, Sect. 2.2). In the next section, we show how this can be observed in terms of representations of quivers.
6 The nilpotent variety $\text{Rep}(\Pi(\mathbb{A}_{n-1}), \delta)_{\text{nil}}$

6.1 Notations and definitions

Let $\mathcal{Q}(\Gamma) = (\mathcal{Q}_0, \mathcal{Q}_1, s, t)$ be the McKay quiver of type $\mathbb{A}_{n-1}$ with $n \geq 2$. We assume that $\mathcal{Q}_0 = \mathbb{Z}/n = \{1, 2, \ldots, n\}$, and that $\mathcal{Q}_1$ consist of the arrows

$$\alpha_i : i + 1 \to i \quad i \in \mathcal{Q}_0$$

$$\alpha_i^* : i \to i + 1 \quad i \in \mathcal{Q}_0.$$ 

Since $\delta = (1, 1, \ldots, 1)$ we have

$$\text{Rep}(\Pi(\mathbb{A}_{n-1}), \delta) = \{(a_i, a_i^*) i \in \bigoplus_{i=1}^n \mathbb{C}^2 \mid a_i a_i^* = a_j a_j^*; \forall i, j \in \mathcal{Q}_0\}.$$ 

Let $\Omega$ be the subset of $\mathcal{Q}_1$ consisting of all arrows $\alpha_i, i \in \mathcal{Q}_0$. It corresponds to the following cyclic orientation of $\mathcal{Q}(\Gamma)$:

\[ \begin{array}{c}
\bullet & \bullet & \bullet & \bullet & \bullet \\
\alpha_{1} & \alpha_{2} & \alpha_{3} & \alpha_{4} & \alpha_{5} \\
\bullet & \bullet & \bullet & \bullet & \bullet \\
\alpha_{n} & \alpha_{n+1} & \alpha_{n+2} & \alpha_{n+3} & \alpha_{n+4} \\
\end{array} \]

The nilpotent variety $\text{Rep}(\Pi(\mathbb{A}_{n-1}), \delta)_{\text{nil}}$ has $2^n - 2$ irreducible components (see Theorem 11, 5.1). Let $I$ be a subset of $\Omega$ such that $\emptyset \neq I \neq \Omega$, and let

$$C_I := \text{Cl}(\{(a_i, a_i^*) i \in \bigoplus_{i=1}^n \mathbb{C}^2 \mid a_i a_i^* = 0 \text{ if } a_i \in I; \text{ } a_j = 0 \text{ if } a_j \notin I\})$$

Then $C_I$ is a vector space of dimension $n$. It is an irreducible component of $\text{Rep}(\Pi(\mathbb{A}_{n-1}), \delta)_{\text{nil}}$. All irreducible components of $\text{Rep}(\Pi(\mathbb{A}_{n-1}), \delta)_{\text{nil}}$ are of this form:

$$\text{Irr}(\text{Rep}(\Pi(\mathbb{A}_{n-1}), \delta)_{\text{nil}}) = \bigcup_{I \subseteq \Omega} C_I.$$ 

We say that $C_I$ is a component of type $k$ if $|I| = k$. In the next sections we shall write $C_{\{i_1, i_2, \ldots, i_k\}}$ for $C_{\{a_{i_1} a_{i_2} \ldots a_{i_k}\}}$. 
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6.2 The action of the Weyl group on $\mathbb{H}(\delta)$

In this part we define the equivalence for two weights $\theta$ and $\theta'$ in $\mathbb{H}(\delta)$ as follows. We say that $\theta$ and $\theta'$ are $\delta$-equivalent if for any $X \in \text{Rep}(\Pi(\widehat{A}_{n-1}), \delta)_{\text{nil}}$, $X$ is $\theta$-stable if and only if $X$ is $\theta'$-stable and for any $X \in \text{Rep}(\Pi(\widehat{A}_{n-1}), \delta)_{\text{nil}}$, $X$ is $\theta$-semistable if and only if $X$ is $\theta'$-semistable. We shall investigate the action of the symmetric group $S_n$ on $\mathbb{H}(\delta)$, the $\delta$-equivalence classes and the system of walls associated to the equivalence above.

**Lemma 14** Let $\theta$ be a weight in $\mathbb{H}(\delta)$ and let $C_{\{i_1, i_2, \ldots, i_k\}}$ be a component of type $k$ of the nilpotent variety $\text{Rep}(\Pi(\widehat{A}_{n-1}), \delta)_{\text{nil}}$. Then $C_{\{i_1, i_2, \ldots, i_k\}}$ is $\theta$-stable if and only if for each $s = 1, 2, \ldots, k$ the following condition holds:

$$\begin{cases}
\sum_{i=1}^{i_s} \theta_i < 0 & \forall j \in \{1, \ldots, i_s\} \setminus \{i_1 + 1, \ldots, i_k + 1\} \\
\sum_{i=1}^{i_s} \theta_i + \sum_{i=j}^{n} \theta_i < 0 & \forall j \in \{i_s + 1, \ldots, n\} \setminus \{i_1 + 1, \ldots, i_k + 1\}.
\end{cases}$$

**Proof.** For each $s = 1, 2, \ldots, k$ the dimension vectors of possible indecomposable proper non-trivial subrepresentations of $C_{\{i_1, i_2, \ldots, i_k\}}$ are:

$$\begin{align*}
&\begin{array}{c}
\underbrace{(0, 0, \ldots, 0, 1, 1, \ldots, 1, 0, 0, \ldots, 0)}_{j=1} \\
&\begin{array}{c}
\underbrace{(1, 1, \ldots, 0, 0, 0, \ldots, 0, 0, 0, \ldots, 0, 1, 1, \ldots, 1, 0, 0, \ldots, 0)}_{j=2} \\
&\vdots
\end{array}
\end{array}
\end{align*}$$

for $j \in \{1, 2, \ldots, i_s\} \setminus \{i_1 + 1, i_2 + 1, \ldots, i_k + 1\}$

$$\begin{align*}
&\begin{array}{c}
\underbrace{(1, 1, \ldots, 0, 0, 0, \ldots, 0, 0, 0, \ldots, 0, 1, 1, \ldots, 1, 0, 0, \ldots, 0)}_{j=2} \\
&\underbrace{(0, 0, \ldots, 0, 1, 1, \ldots, 1, 0, 0, \ldots, 0)}_{j=1}
\end{array}
\end{align*}$$

for $j \in \{i_s + 2, i_s + 3, \ldots, n\} \setminus \{i_1 + 1, i_2 + 1, \ldots, i_k + 1\}$.

Then the assertion follows from definition of $\theta$-stability. \qed

**Lemma 15** Let $\theta$ be a weight in $\mathbb{H}(\delta)$ and let $C_{\{i_1, i_2, \ldots, i_k\}}$ be a component of type $k$ of the nilpotent variety $\text{Rep}(\Pi(\widehat{A}_{n-1}), \delta)_{\text{nil}}$. Then $C_{\{i_1, i_2, \ldots, i_k\}}$ is $\theta$-stable if and only if for each $s = 1, 2, \ldots, k$ the following condition holds:

$$\sum_{l=1}^{i_s} \theta_i < \sum_{l=1}^{m} \theta_l \quad (\ast)$$

for all $m \in \{1, 2, 3, \ldots, n\} \setminus \{i_1, \ldots, i_k\}$.
PROOF. For each $s = 1, 2, \ldots, k$ the condition (*) can be written in the form

$$\sum_{l=1}^{i_s} \theta_l - \sum_{l=1}^{m} \theta_l < 0, \quad \forall m \in \{1, 2, 3, \ldots, n\} \setminus \{i_1, \ldots, i_k\}$$

$$\iff \begin{cases} \sum_{l=m+1}^{i_s} \theta_l < 0 & \forall m \in \{1, 2, \ldots, i_s\} \setminus \{i_1, \ldots, i_k\} \\ - \sum_{l=i_s+1}^{n} \theta_l < 0 & \forall m \in \{i_s, \ldots, n\} \setminus \{i_1, \ldots, i_k\}. \end{cases}$$

Since $\sum_{l=1}^{n} \theta_l = 0$ the inequalities above are equivalent to

$$\begin{cases} \sum_{l=m+1}^{i_s} \theta_l < 0 & \forall m \in \{1, 2, \ldots, i_s\} \setminus \{i_1, \ldots, i_k\} \\ \sum_{l=1}^{i_s} \theta_l + \sum_{l=m+1}^{n} \theta_l < 0 & \forall m \in \{i_s, \ldots, n\} \setminus \{i_1, \ldots, i_k\}. \end{cases}$$

By setting $j = m + 1$, we can write the inequalities above as

$$\begin{cases} \sum_{l=j}^{i_s} \theta_l < 0 & \forall j \in \{2, \ldots, i_s+1\} \setminus \{i_1+1, \ldots, i_k+1\} \\ \sum_{l=1}^{i_s} \theta_l + \sum_{l=j}^{n} \theta_l < 0 & \forall j \in \{i_s+1, \ldots, n\} \cup \{1\} \setminus \{i_1+1, \ldots, i_k+1\} \end{cases}$$

or

$$\begin{cases} \sum_{l=j}^{i_s} \theta_l < 0 & \forall j \in \{1, 2, \ldots, i_s+1\} \setminus \{i_1+1, \ldots, i_k+1\} \\ \sum_{l=1}^{i_s} \theta_l + \sum_{l=j}^{n} \theta_l < 0 & \forall j \in \{i_s+1, \ldots, n\} \setminus \{i_1+1, \ldots, i_k+1\}. \end{cases}$$

Hence, our lemma follows from Lemma 14. \qed

Let $\delta'$ be the non-trivial proper subdimension vector of $\delta$. We define a hyperplane by

$$W(\delta') := \{ \theta \in \mathbb{H}(\delta) \mid \theta(\delta') = 0 \}.$$ 

It is clear that $W(\delta') = W(\delta - \delta')$. Thus, without loss of generality we need only to consider subdimension vectors of $\delta$ which have the form
\[ \delta_{i,j} := \left( \overbrace{0, \ldots, 0, 1, \ldots, 1}^{j}, 0, \ldots, 0 \right), \quad 1 \leq i < j \leq n. \]

We shall write \( W_{i,j} \) for the hyperplane \( W(\delta_{i,j}) \). The following lemma is obvious:

**Lemma 16** The assignment \( W_{i,j} \mapsto (i,j) \) gives a bijection between the set of hyperplanes \( \{ W_{i,j} \}_{1 \leq i < j \leq n} \) and the set of transpositions of the symmetric group \( S_n \).

Given any pair \( (i,j) \) of distinct integers in \( \{1, 2, \ldots, n\} \), the corresponding transpositions of \( S_n \) act on \( \mathbb{H}(\delta) \) as the reflections with respect to the hyperplanes

\[ W_{i,j} := \{ (\theta_1, \theta_2, \ldots, \theta_n) \in \mathbb{H}(\delta) \mid \sum_{l=1}^{i} \theta_l = \sum_{l=1}^{j} \theta_l \}, \]

dividing \( \mathbb{H}(\delta) \) into \( n! \) cones which will be called **chambers**.

If we choose a so-called **fundamental chamber**, for example

\[ \Theta(1) := \{ \theta \in \mathbb{H}(\delta) \mid \sum_{l=1}^{1} \theta_l < \sum_{l=1}^{2} \theta_l < \ldots < \sum_{l=1}^{n} \theta_l = 0 \}, \]

then the others chambers may be labeled by the elements of \( S_n \):

\[ \Theta(\sigma) := \{ \theta \in \mathbb{H}(\delta) \mid \sum_{l=1}^{\sigma(1)} \theta_l < \sum_{l=1}^{\sigma(2)} \theta_l < \ldots < \sum_{l=1}^{\sigma(n)} \theta_l \}, \]

The group \( S_n \) acts on the set of chambers by

\[ \gamma \cdot \Theta(\sigma) := \Theta(\gamma \sigma), \quad \gamma, \sigma \in S_n. \]

We shall describe the action of symmetric group \( S_n \) on the space of weights \( \mathbb{H}(\delta) \), the \( \delta \)-equivalence classes and the wall system in the following theorem:

**Theorem 13** 1) The symmetric group \( S_n \) acts on the space of weights \( \mathbb{H}(\delta) \) by reflections with respect to the hyperplanes \( W_{i,j} \) dividing \( \mathbb{H}(\delta) \) in \( n! \) chambers:

\[ \Theta(\sigma) := \{ \theta \in \mathbb{H}(\delta) \mid \sum_{l=1}^{\sigma(1)} \theta_l < \sum_{l=1}^{\sigma(2)} \theta_l < \ldots < \sum_{l=1}^{\sigma(n)} \theta_l \}, \quad \sigma \in S_n. \]
The resulting action of $S_n$ on the set of these $n!$ chambers is simply transitive.

2) For each generic $\theta \in \Theta(\sigma)$ there are exactly $(n-1)$ $\theta$-stable components of the nilpotent variety $\text{Rep}(\Pi(\hat{A}_{n-1}), \delta)_{\text{nil}}$ which are

$$C_{\{\sigma(1), \sigma(2), \ldots, \sigma(i)\}}, \quad i = 1, 2, \ldots, n - 1.$$  

3) For each generic $\theta \in \Theta(\sigma)$ the corresponding $\delta$-equivalence class of $\theta$ is the chamber $\Theta(\sigma)$.

4) The set of hyperplanes $\{W_{i,j}\}_{1 \leq i < j \leq n}$ forms the wall system in $\mathbb{H}(\delta)$.

PROOF. 1) We have to show that $\Theta(\sigma) \cap \Theta(\gamma) = \emptyset$ for distinct elements $\sigma, \gamma \in S_n$. Indeed, in the contrary case, there exists $\theta \in \Theta(\sigma) \cap \Theta(\gamma)$ satisfying

$$\begin{align*}
\sum_{l=1}^{\sigma(1)} \theta_l < \sum_{l=1}^{\sigma(2)} \theta_l < \ldots < \sum_{l=1}^{\sigma(n)} \theta_l \\
\sum_{l=1}^{\gamma(1)} \theta_l < \sum_{l=1}^{\gamma(2)} \theta_l < \ldots < \sum_{l=1}^{\gamma(n)} \theta_l.
\end{align*}$$

We assume that the integer $i$ to be maximal with the property $\sigma(i) \neq \gamma(i)$. Then there exist two integers $j, k > i$ such that $\sigma(k) = \gamma(i)$ and $\gamma(j) = \sigma(i)$.

Hence we have the contradiction:

$$\begin{align*}
\sum_{l=1}^{\sigma(i)} \theta_l < \sum_{l=1}^{\sigma(k)} \theta_l = \sum_{l=1}^{\gamma(i)} \theta_l \\
\sum_{l=1}^{\gamma(i)} \theta_l < \sum_{l=1}^{\gamma(j)} \theta_l = \sum_{l=1}^{\sigma(i)} \theta_l.
\end{align*}$$

2) For $\theta \in \Theta(\sigma)$ and $k \in \{1, 2, \ldots, n-1\}$ the component $C_{\{\sigma(1), \sigma(2), \ldots, \sigma(k)\}}$ is stable by Lemma 15.

Now suppose there exists a component $C_{\{i_1, i_2, \ldots, i_k\}}$ which is $\theta$-stable for $\theta \in \Theta(\sigma)$. We show that

$$C_{\{i_1, i_2, \ldots, i_k\}} = C_{\{\sigma(1), \sigma(2), \ldots, \sigma(k)\}}.$$  

Indeed, in the contrary case, there exists a positive integer $i \leq k$ such that $\sigma(i) \notin \{i_1, i_2, \ldots, i_k\}$. Since $C_{\{i_1, i_2, \ldots, i_k\}}$ is $\theta$-stable we have by Lemma 15:
\[
\sum_{l=1}^{i_s} \theta_l < \sum_{l=1}^{\sigma(i)} \theta_l < \sum_{l=1}^{\sigma(i+1)} \theta_l < \ldots < \sum_{l=1}^{\sigma(n)} \theta_l, \forall s = 1, \ldots, k.
\]

Because \( i \leq k \) there exists an integer \( t \in \{1, 2, \ldots, n\} \) such that \( t > i \) and \( \sigma(t) = i_r \) for some \( r \in \{1, 2, \ldots, k\} \). This gives the contradiction:

\[
\sum_{l=1}^{\sigma(i)} \theta_l < \sum_{l=1}^{\sigma(t)} \theta_l = \sum_{l=1}^{i_r} \theta_l.
\]

3) We have to show that \( \theta' \) is \( \delta \)-equivalent to \( \theta \) for all \( \theta' \in \Theta(\sigma) \). Indeed, if \( \theta \) and \( \theta' \) were not \( \delta \)-equivalent, then there exists a dimension vector

\[
\delta'_{i,j} := (0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0), \quad 1 \leq i < j \leq n
\]

with \( \theta(\delta'_{i,j}) \theta(\delta'_{i,j}) < 0 \).

Hence we have the contradiction to the definition of \( \Theta(\sigma) \):

\[
\left( \sum_{l=1}^{j} \theta_l - \sum_{l=1}^{i} \theta_l \right) \left( \sum_{l=1}^{j} \theta'_l - \sum_{l=1}^{i} \theta'_l \right) < 0.
\]

Conversely, if the weight \( \theta' \) is equivalent to the weight \( \theta \), then \( \theta' \in \Theta(\sigma) \). Indeed, in the contrary case, there exists a component \( C_l \) such that \( C_l \) is \( \theta \)-stable but not \( \theta' \)-stable. Since \( C_l \) is \( \theta \)-stable it contains a \( \theta \)-stable representation \( X \in \text{Rep}(\bar{\mathbb{A}}_{\mathfrak{n}-1}) \). Because \( \theta \sim \theta' \) the representation \( X \) is also \( \theta' \)-stable. This gives a contradiction to that \( C_l \) is not \( \theta' \)-stable.

4) If two generic weights \( \theta \) and \( \theta' \) in \( \mathbb{H}(\delta) \) lie on the same side of each of these hyperplanes \( W_{i,j} \), then they must belong to \( \Theta(\sigma) \) for some \( \sigma \in S_n \). So by 3) they are equivalent.

Let us illustrate the action for the small values of \( n \).

**Case \( n = 3 \).** There are three transpositions in \( S_3 \) which are

\[
s_1 = (1, 2), s_2 = (2, 3) \quad \text{and} \quad (1, 3) = s_1 s_2 s_1 = s_2 s_1 s_2.
\]

The three transpositions act by reflections with respect to three lines dividing \( \mathbb{H}(\delta) \) in six chambers as in Figure 1.
**Case** $n = 4$. We shall illustrate the action of $S_4$ on the 2-sphere $S^2 = S^3 \cap \mathbb{H}(\delta) \subset \mathbb{R}^4$, represented via stereographic projection as $\mathbb{R}^2 \cup \{\infty\}$. There are six transpositions in $S_4$, including

$$s_1 = (1, 2), s_2 = (2, 3), s_3 = (3, 4).$$

The transpositions of $S_4$ act as reflections with respect to six great circles of $S^2$, three of them being lines in the stereographic projection as in figure 2 (namely $s_1 = (1, 2), (2, 4) = s_2 s_3 s_2 = s_2 s_3 s_2, (1, 4) = s_1 s_2 s_3 s_2 s_1$). These six great circles divide $S^2$ into 24 chambers, which are spherical triangles.

---

**Figure 1**
6.3 The intersection diagram of the variety $\text{Rep}(\Pi(\tilde{A}_{n-1}), \delta)_{\text{nil}}$

We denote $\Gamma(\tilde{A}_{n-1})$ be the intersection diagram of the nilpotent variety $\text{Rep}(\Pi(\tilde{A}_{n-1}), \delta)_{\text{nil}}$ (see definitions in Sect. 5.3).

**Lemma 17** Let $C_I$ and $C_J$ be two irreducible components of the nilpotent variety $\text{Rep}(\Pi(\tilde{A}_{n-1}), \delta)_{\text{nil}}$. Then $C_I$ meets $C_J$ if and only if the following condition holds:

$$(I \subset J \text{ and } |J \setminus I| = 1) \text{ or } (J \subset I \text{ and } |I \setminus J| = 1)$$

**PROOF.** Let $Q$ be the quiver $\bullet \rightarrow \bullet \rightarrow \cdots \rightarrow \bullet$ and let $X$ and $Y$ be the varieties of representations of $Q$ given by

$$X = \mathbb{C} \xrightarrow{0} \mathbb{C} \xrightarrow{x_1} \mathbb{C} \xrightarrow{\cdots} \mathbb{C} \xrightarrow{x_k} \mathbb{C} \xrightarrow{0} \mathbb{C}$$

$$Y = \mathbb{C} \xrightarrow{b} \mathbb{C} \xrightarrow{c} \mathbb{C} \xrightarrow{\cdots} \mathbb{C} \xrightarrow{d} \mathbb{C}.$$  

We have $\text{codim}(X \cap Y) = 2$ because $X \cap Y = \{0\}$.

If $I \subsetneq J$ and $J \subsetneq I$, then there exists a subquiver

$$\bullet \rightarrow \bullet \rightarrow \cdots \rightarrow \bullet$$

such that restrictions of $C_I$ and $C_J$ to this subquiver are the varieties of representations $X$ and $Y$ as above. So $\text{codim}(C_I \cap C_J) \geq 2$.

We use similar arguments for the case $|J \setminus I| \geq 2$.

Now suppose that $I \subset J$ and $J = I \cup \{k\}$. Then we have

$$C_I \cap C_J = \{(a, a^*) | a_i^* = 0 \ \forall i \in I \cup J, \ a_j = 0 \ \forall j \notin I \cap J\}$$

$$= \{(a, a^*) | a_i^* = 0 \ \forall i \in I \cup \{k\}, \ a_j = 0 \ \forall j \notin I\}.$$  

Thus $\dim(C_I \cap C_J) = n - 1$. This gives $\text{codim}(C_I \cap C_J) = 1$. \hfill $\Box$

The intersection diagram $\Gamma(\tilde{A}_{n-1})$ relates to the intersection diagram of resolution of the Kleinian singularity of type $A_{n-1}$ by the following theorem:
Theorem 14. For each permutation $\sigma \in S_n$ the map $\varphi_\sigma$ given by

$$\varphi_\sigma : 1 \rightarrow \Gamma(A_{n-1})$$

$$k \rightarrow \varphi_\sigma(k) := C_{\{\sigma(1), \sigma(2), \ldots, \sigma(k)\}}$$

gives an embedding of the Dynkin diagram $A_{n-1}$ into the intersection diagram $\Gamma(A_{n-1})$.

2) For each $\theta \in \Theta(\sigma)$ the intersection diagram of the resolution

$$\text{Rep}(\Pi(A_{n-1}), \delta^0) / \text{G}(\delta) \rightarrow \text{Rep}(\Pi(A_{n-1}), \delta) / \text{G}(\delta)$$

is the Dynkin diagram $A_{n-1}$.

Proof. 1) From Lemma 17 it follows that the component $C_{\{\sigma(1), \sigma(2), \ldots, \sigma(j)\}}$ meets the component $C_{\{\sigma(1), \sigma(2), \ldots, \sigma(j)\}}$ if and only if the vertex $i$ and the vertex $j$ are adjacent in $A_{n-1}$. Therefore $\varphi_\sigma$ is an embedding of the Dynkin diagram $A_{n-1}$ into the intersection diagram $\Gamma(A_{n-1})$.

2) We note that the assignment $\varphi_\sigma \rightarrow \Theta(\sigma)$ gives a bijection between the set of embeddings $\{\varphi_\sigma, \sigma \in S_n\}$ and the set of equivalence classes $\{\Theta(\sigma), \sigma \in S_n\}$. By Theorem 12, Section 5.3, the claim follows.

Remark. Let $\pi : \tilde{S} \rightarrow \mathbb{C}^2 / \Gamma$ be the resolution of a singularity of type $A_n$ and $C = \bigcup_{i=1}^{n} C_i$ be its exceptional set (see Theorem 5, Sect. 2.2). It is known that, for sufficiently small $\tilde{X} \supset C$ there is a smooth curve $C_0$ which intersects $C_i$ transversally in one point without meeting any of the other curves $C_i$. Similarly, there is such a curve $C_{n+1}$ intersecting $C_n$ transversally in one point which does not intersect any of the curves $C_0, \ldots, C_n$. Thus we have the so-called extended intersection diagram

$$\begin{array}{cccccc}
C_0 & - \bullet & - C_2 & \cdots & - C_n & - C_{n+1} \\
\circ & - & - & - & - & - \\
\end{array}$$

Let $\text{Rep}(\Pi(A_{n-1}, \delta)_{\text{w-nil}}$ be the subvariety consisting of all locally nilpotent representations of $\text{Rep}(\Pi(A_{n-1}, \delta)$. We denote $\Gamma(A_{n-1})_w$ the intersection diagram of the variety $\text{Rep}(\Pi(A_{n-1}, \delta)_{\text{w-nil}}$. It is obtained from $\Gamma(A_{n-1})$ by adding two vertices corresponding to the components $C_\emptyset$ and $C_{\Omega}$. Then we have a similar statement as the above theorem.

Theorem 15. 1) For each permutation $\sigma \in S_n$ the map $\varphi_\sigma^0$ given by
\[ \varphi^0_\sigma : 0 \to 1 \to \cdots \to n-1 \to 0 \quad \longrightarrow \ \Gamma(\tilde{A}_{n-1})_w \]
\[ k \neq 0, n \quad \longrightarrow \ \varphi_\sigma(k) := C_{\{\sigma(1), \sigma(2), \ldots, \sigma(k)\}} \]
\[ 0 \quad \longrightarrow \ C^0 \]
\[ n \quad \longrightarrow \ C^1, \]
gives an embedding of the diagram
\[ A^0_{n-1} : 0 \to 1 \to \cdots \to n-1 \to 0 \]
into the intersection diagram \( \Gamma(\tilde{A}_{n-1})_w \).

2) For each \( \theta \in \Theta(\sigma) \) the extended intersection diagram of the resolution
\[ \text{Rep}(\Pi(\tilde{A})_{n-1}, \delta)^0//G(\delta) \longrightarrow \text{Rep}(\Pi(\tilde{A})_{n-1}, \delta)^0//G(\delta) \]
is the diagram \( A^0_{n-1} \).

Now, we take a \( n \)-dimensional cube \( H^n \). This cube has \( 2^n \) vertices. Then the intersection diagram \( \Gamma(\tilde{A}_{n-1})_w \) of the variety \( \text{Rep}(\Pi(\tilde{A}_{n-1}, \delta)_{w-nil}) \) is described as follows:

**Theorem 16** The intersection diagram \( \Gamma^0(\tilde{A}_{n-1})_{w-nil} \) is the skeleton of a \( n \)-dimenisonal cube \( H^n \). Its vertices are the vertices of the cube \( H^n \) and its edges are the edges of the cube \( H^n \).

**Proof.** We suppose that \( H^n = [-1, 1]^n \). Then \( H^n \) has the set of vertices \( H^0_n = \{ (\pm 1, \pm 1, \ldots, \pm 1) \} \). We note that the set of irreducible components in \( \text{Rep}(\Pi(\tilde{A}_{n-1}, \delta)_{w-nil}) \) is in 1-1 correspondence with \( H^0_n \) given by

\[ C_I \longleftrightarrow M_I \]
where \( M_I \) denotes a vertex in \( H^0_n \) whose \( i \)-th coordinate is equal 1 if \( \alpha_i \in I \), and is equal -1, if \( \alpha_i \not\in I \).

Let \( C_I \) and \( C_J \) be the components in \( \text{Rep}(\Pi(\tilde{A}_{n-1}, \delta)_{w-nil}) \). Without loss of generality we assume that \( I \subseteq J \). By Lemma 17 the component \( C_I \) meets the component \( C_J \) if and only if there exists \( k \in \{1, 2, \ldots, n-1\} \) such that \( J = I \cup \{k\} \). This means the corresponding vertices \( M_I \) and \( M_J \) have the same \( i \)-th coordinates, for \( i \neq k \) and have the \( k \)-th coordinates with different signs. In other word, \( M_I \) and \( M_J \) belong to an edge of the cube \( H^n \). \( \square \)
We will illustrate the intersection diagram $\Gamma^0(\tilde{A}_3)$ of $\text{Rep}(\Pi(\tilde{A}_3), \delta)_{\mu, \text{nil}}$ as in Figure 3 below.

The intersection diagram $\Gamma^0(\tilde{A}_3)$

Figure 3
7 The nilpotent variety $\text{Rep}(\Pi(\mathbb{D}_n), \delta)_{\text{nil}}$

Let us fix the following notations for representations of quivers used in this section.

$\begin{align*}
\begin{array}{c}
\xrightarrow{0} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\end{array}
\end{align*}$

\begin{eqnarray*}
\begin{array}{c}
\xrightarrow{0} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\end{array}
\end{eqnarray*}$

either $A = 0$ or $B = 0$

$\begin{align*}
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\end{align*}$

$AB = BA = 0,$

rank($A$) $\leq 1$, rank($B$) $\leq 1$

$\begin{align*}
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\end{align*}$

$AB, BA \in C((2)),$

rank($A$) $= 2$, rank($B$) $= 1$

$\begin{align*}
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\end{align*}$

$AB, BA \in C((2)),$

rank($B$) $= 2$, rank($A$) $= 1$

$\begin{align*}
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\end{align*}$

$AB \in C((2)),$

BA = 0

$\begin{align*}
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\xrightarrow{A} \\
\text{C} \\
\end{align*}$

$BA \in C((2)),$

AB = 0
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7.1 The nilpotent variety $\text{Rep}(\Pi(\widetilde{D}_4), \delta)_{\text{nil}}$

Let $\mathcal{Q}(\Gamma) = (\mathcal{Q}_0, \mathcal{Q}_1, s, t)$ be the McKay quiver of type $\widetilde{D}_4$. We assume that $\mathcal{Q}_0 = \{0, 1, 2, 3, 4\}$ and that $\mathcal{Q}_1$ consists of the arrows

$$\alpha_i : \ i \to 0$$
$$\alpha_i^* : \ 0 \to i, \ i = 1, 2, 3, 4.$$

Since $\delta = (2, 1, 1, 1, 1)$ we have

$$\text{Rep}(\Pi(\widetilde{D}_4), \delta) = \{(a_i, a_i^*)_i \in \bigoplus_{i=1}^{4} \mathbb{C}^2 \oplus \mathbb{C}^2 \mid a_i^* a_i = 0, i = 1, 2, 3, 4 \ \text{and} \ \sum_{i=1}^{4} a_i a_i^* = 0\}.$$

Let $\Omega$ be the subset of $\mathcal{Q}_1$ consisting of all arrows $\alpha_i, \ i = 1, 2, 3, 4$. This corresponds to the following orientation of $\mathcal{Q}(\Gamma)$.

![Diagram](attachment:image.png)

According to Theorem 11, Sect. 5.1, the nilpotent variety $\text{Rep}(\Pi(\widetilde{D}_4), \delta)_{\text{nil}}$ has 49 irreducible components. We shall describe these components in detail.

1) The components of type 1. Let $I$ be a subset of $\Omega$ and let

$$C_I := \text{Cl}(\{(a_i, a_i^*)_i \in \text{Rep}(\Pi(\widetilde{D}_4), \delta) \mid a_i^* = 0 \ \text{for} \ \alpha_i \in I, \ a_j = 0 \ \text{for} \ \alpha_j \notin I\}).$$

For example, if $I = \{\alpha_1, \alpha_3\}$ then
\[
C_I = \text{Cl}(\{(a_1, 0, a_3, 0, 0, a_2^*, 0, a_4^*) \in \text{Rep}(\Pi(\mathbb{D}_I))\})
\]

\[
\begin{array}{c}
\bullet \\
\downarrow \quad a_1 \\
\bullet \\
\downarrow \quad a_3 \\
\bullet \\
\end{array}
\quad \quad \quad \quad \quad \quad \quad \quad \quad
\begin{array}{c}
\bullet \\
\downarrow \quad a_2^* \\
\downarrow \quad a_4^* \\
\bullet \\
\end{array}
\quad \quad \quad \quad \quad \quad \quad \quad \quad
\begin{array}{c}
\bullet \\
\downarrow \quad a_1^* \\
\bullet \\
\end{array}
\]

Then \(C_I\) is a vector space of dimension 8 and is an irreducible component of \(\text{Rep}(\Pi(\mathbb{D}_I), \delta)\)\(_{a_3}\). We say that \(C_I\) is the **component of type 1**. It is clear that there are 16 components of type 1.

2) **The components of type 2.** Let \(J_1\) be a subset of \(\Omega\) with \(|J_1| = 2\) and let \(J_2\) be a subset of \(\Omega \setminus J_1\). We define

\[
C_{J_1,J_2} = \text{Cl}(\{(a_i, a_i^*) \in \text{Rep}(\Pi(\mathbb{D}_i), \delta) \mid a_i^* = 0 \quad \text{for} \quad \alpha_i \in J_2, \\
a_j = 0 \quad \text{for} \quad \alpha_j \notin J_1 \cup J_2\})
\]

For example, if \(J_1 = \{\alpha_1, \alpha_2\}\) and \(J_2 = \{\alpha_3, \alpha_4\}\) then

\[
C_{\{\alpha_1, \alpha_2\}, \{\alpha_3, \alpha_4\}} = \text{Cl}(\{(a_1, a_2, a_3, a_4, a_1^*, a_2^*, 0, 0) \mid a_2a_2^* = a_1^*a_1, \\
a_2a_2^* + a_1a_1^* = 0\})
\]

\[
\begin{array}{c}
\bullet \\
\downarrow \quad a_2 \\
\bullet \\
\downarrow \quad a_4 \\
\bullet \\
\end{array}
\quad \quad \quad \quad \quad \quad \quad \quad \quad
\begin{array}{c}
\bullet \\
\downarrow \quad a_1 \\
\bullet \\
\downarrow \quad a_3 \\
\bullet \\
\end{array}
\quad \quad \quad \quad \quad \quad \quad \quad \quad
\begin{array}{c}
\bullet \\
\downarrow \quad a_2^* \\
\bullet \\
\end{array}
\]

We shall call \(C_{J_1,J_2}\) as above the **component of type 2**. There are 24 components of type 2.

3) **The components of type 3.** Let \(J_1\) be a subset of \(\Omega\) with \(|J_1| = 3\) and let \(J_2\) be a subset of \(\Omega \setminus J_1\). We define
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\[ C_{J_1, J_2} := \text{Cl}(\{ (a_i, a_i^*) : a_i^* = 0 \text{ for } a_i \in J_2, \ a_j = 0 \text{ for } a_j \notin J_1 \cup J_2 \}) \]

For example, if \( J_1 = \{ \alpha_1, \alpha_3, \alpha_4 \} \) and \( J_2 = \{ \alpha_2 \} \) then

\[ C_{\{ \alpha_1, \alpha_3, \alpha_4 \}, \{ \alpha_2 \}} = \text{Cl}(\{ (a_1, a_2, a_3, a_4, a_1^*, a_4^*) : a_2^*a_3 = 0 = a_1^*a_1 = a_4^*a_4, \ a_1a_1^* + a_2a_2^* + a_3a_3^* + a_4a_4^* = 0 \}) \]

Such a component \( C_{J_1, J_2} \) is called the component of type 3. There are 8 components of type 3.

4) **Ghost component.** Let

\[ C_G = \text{Cl}(\{ (a_1, a_2, a_3, a_4, a_1^*, 0, a_3^*) : a_2^*a_1 = 0 = a_2^*a_2 = a_3^*a_3 = a_4^*a_4, \ a_1a_1^* + a_2a_2^* + a_3a_3^* + a_4a_4^* = 0 \}) \]

The component \( C_G \) is not stable because \( C_G \) has two subrepresentations whose dimension vectors are:

\[ \delta_1 = (1, 0, 0, 0, 0) \text{ and } \delta_2 = (1, 1, 1, 1, 1). \]

Such a non-stable component will be called the ghost component.
7.2 The intersection diagram of $\text{Rep}(\Pi(\widetilde{D}_4), \delta)_{\text{nil}}$

In the lemmas below we need following matrices

\[
\begin{align*}
a &= \begin{pmatrix} a_1 & a_2 \end{pmatrix}, \\
c &= \begin{pmatrix} c_1 & c_2 \end{pmatrix}, \\
e &= \begin{pmatrix} e_1 & e_2 \end{pmatrix}, \\
b &= \begin{pmatrix} b_1 \\
b_2 \end{pmatrix}, \\
d &= \begin{pmatrix} d_1 \\
d_2 \end{pmatrix}, \\
f &= \begin{pmatrix} f_1 \\
f_2 \end{pmatrix}.
\end{align*}
\]

Lemma 18 Let $X$ and $Y$ be the varieties of representations of the quiver

\[
Q : \bullet \rightleftarrows \bullet
\]

given by

\[
X = \begin{cases} 
\mathbb{C} \xleftarrow{b} \mathbb{C}^2 \\
b \in \mathbb{C}^2
\end{cases} \quad Y = \begin{cases} 
\mathbb{C} \xleftarrow{a} \mathbb{C}^2 \\
a \in \mathbb{C}^2
\end{cases}
\]

Then $\text{codim}(X \cap Y) = 2$.

Proof. Since $\dim X = \dim Y = 2$ and $X \cap Y = \{0\}$ it follows that $\text{codim}(X \cap Y) = 2$. \qed

Lemma 19 Let $X$ and $Y$ be the varieties of representations of the quiver

\[
Q : \bullet \rightleftarrows \bullet \rightleftarrows \bullet
\]

given by

\[
X = \begin{cases} 
\mathbb{C} \\
c \xleftarrow{d} \mathbb{C}^2 \\
ba, dc \in C((2)) \\
ab = cd = 0 \\
ba + dc = 0
\end{cases} \quad Y = \begin{cases} 
\mathbb{C} \\
c \xleftarrow{d} \mathbb{C}^2 \\
f \xleftarrow{e} \mathbb{C} \\
f e, dc \in C((2)) \\
e f = cd = 0 \\
f e + dc = 0
\end{cases}
\]

Then $\text{codim}(X \cap Y) = 2$.
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PROOF. Hence \((ba)^2 = tr(ba)ba = tr(ab)ba\) the matrix \(ba\) is automatically nilpotent whenever \(ab = 0\). Thus the conditions of the representation \(X\) can be written as

\[
\begin{align*}
    b_1a_1 + d_1c_1 &= 0 \\
    b_1a_2 + d_1c_2 &= 0 \\
    b_2a_1 + d_2c_1 &= 0 \\
    b_2a_2 + d_2c_2 &= 0 \\
    b_1a_1 + b_2a_2 &= 0 \\
    d_1c_1 + d_2c_2 &= 0.
\end{align*}
\]

We see that \(a_1c_2 = a_2c_1\), for if not \(b = d = 0\).

Similarly, we have also \(b_1d_2 = b_2d_1\). Thus

\[
X = \{(a_1, a_2), (b_1, -\frac{a_1}{a_2}b_1), (c_1, \frac{a_2}{a_1}c_1), (-\frac{b_1a_1}{c_1}, \frac{a_1b_1a_1}{a_2}c_1), (e_1, e_2), 0)\}
\]

A similar argument gives

\[
X = \{(a_1, a_2), 0, (c_1, \frac{e_2}{e_1}c_1), (-\frac{f_1e_1}{c_1}, \frac{e_1}{e_2}c_1), (e_1, e_2), (f_1, -\frac{e_1}{e_2}f_1)\}
\]

So \(\dim X = \dim Y = 6\). Hence

\[
X \cap Y = \{(a_1, a_2), (c_1, \frac{a_2}{a_1}c_1), (e_1, e_2), \frac{e_2}{e_1} = \frac{a_2}{a_1}\}
\]

Thus \(\dim (X \cap Y) = 4\). This gives \(\text{codim } (X \cap Y) = 2\).

\[
\square
\]

**Lemma 20** Let \(X\) and \(Y\) be the varieties of representations of the quiver

\[
\bullet \xrightarrow{b} \bullet \xrightarrow{c} \bullet
\]

given by

\[
X = \begin{cases}
    \mathbb{C} \xrightarrow{b} \mathbb{C}^2 \xrightarrow{c} \mathbb{C} \\
    ba, dc \in C((2)) & Y = \mathbb{C} \xrightarrow{0} \mathbb{C}^2 \xrightarrow{c} \mathbb{C} \\
    ab = cd = 0 & ba + dc = 0
\end{cases}
\]

Then \(\text{codim}(X \cap Y) = 1\)
PROOF. The representation $X$ can be written as (see the proof of Lemma 19)

$$X = \{ ((a_1, a_2), (b_1, -\frac{a_1}{a_2}b_1), (c_1, \frac{a_2}{a_1}), (-\frac{b_1a_1}{c_1}, \frac{a_1}{a_2}b_1)) \}$$

So $\dim X = \dim Y = 4$. Hence

$$X \cap Y = \{ ((a_1, a_2), (c_1, \frac{a_2}{a_1})) \}$$

Thus $\dim (X \cap Y) = 3$. This gives $\operatorname{codim} (X \cap Y) = 1$. \qed

**Lemma 21** Let $X$ and $Y$ be the varieties of representations of the quiver

$$Q : \bullet \rightarrow \bullet \rightarrow \bullet$$

given by

$$X = \left\{ \begin{array}{ll}
\mathbb{C} \\
\mathbb{C} \xrightarrow{b} \mathbb{C}^2 \\
\mathbb{C} \xrightarrow{c} \mathbb{C} \\
ba, dc, fe \in C((2)) \\
ab = cd = ef = 0 \\
ba + dc + fe = 0
\end{array} \right\}$$

$$Y = \left\{ \begin{array}{ll}
\mathbb{C} \\
\mathbb{C}^{0} \xrightarrow{e} \mathbb{C} \\
\mathbb{C}^{0} \xrightarrow{c} \mathbb{C} \\
0 \\
0
\end{array} \right\}$$

Then $\operatorname{codim}(X \cap Y) = 2$.

PROOF. The condition of the representation $X$ can be written as follows

$$\begin{cases}
\begin{align*}
b_1a_1 + d_1c_1 + f_1e_1 &= 0 \\
b_1a_2 + d_1c_2 + f_1e_2 &= 0 \\
b_2a_2 + d_2c_1 + f_2e_1 &= 0 \\
b_2a_2 + d_2c_2 + f_2e_2 &= 0 \\
b_1a_1 + b_2a_2 &= 0 \\
d_1c_1 + d_2c_2 &= 0 \\
f_1e_1 + f_2e_2 &= 0
\end{align*}
\end{cases}$$

We going to show that $a_1c_2 = a_2c_1$. Indeed, for if in the contrary case we have

$$\begin{align*}
b_1 &= \frac{x_1c_2 - x_2c_1}{a_1c_2 - a_2c_1} \\
b_2 &= \frac{x_3c_2 - x_1c_1}{a_1c_2 - a_2c_1} \\
d_1 &= \frac{a_1x_2 - a_2x_1}{a_1c_2 - a_2c_1} \\
d_2 &= \frac{-a_1x_2 - a_2x_1}{a_1c_2 - a_2c_1}
\end{align*}$$

where
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\[ x_1 := -f_1 e_1 = f_2 e_2, \quad x_2 := -f_1 e_2, \quad x_3 = -f_2 e_1. \]

Since \( b_1 a_1 + b_2 a_2 = 0 \) it follows that

\[ (x_1 c_2 - x_2 c_1) (a_1 x_2 - a_2 x_1) = 0. \]

Hence \( b = 0 \) or \( d = 0 \), a contradiction.

A similar argument shows that

\[
\begin{align*}
e_2 &= \frac{a_2}{a_1} c_1, & b_2 &= -\frac{a_2}{a_1} b_1, & d_2 &= -\frac{a_1}{a_2} d_1, \\
e_2 &= \frac{a_2}{a_1} c_1, & f_1 &= -\frac{b_2 a_1 + a_1 c_1}{e_1}, & f_2 &= \frac{a_1 b_1 a_1 + a_1 c_1}{e_1}.
\end{align*}
\]

Thus \( \dim X = \dim Y = 6 \). Next,

\[ X \cap Y = \{(a_1, a_2), (c_1, \frac{a_2}{a_1} c_1), (e_1, \frac{a_2}{a_1} e_1)\}. \]

So \( \text{codim}(X \cap Y) = 4 \). It implies that \( \text{codim}(X \cap Y) = 2 \). \( \square \)

**Lemma 22** Let \( X \) and \( Y \) be the the varieties of representations of the quiver

\[
Q : \quad \bullet \rightrightarrows \bullet \rightrightarrows \bullet
\]

given by

\[
X = \begin{cases} 
\mathbb{C} & c \uparrow \downarrow d \\
\mathbb{C} & \leq b \leq \mathbb{C}^2 \leq \mathbb{C} \\
& 0 \\
ba, dc \in C((2)) & ab = cd = 0 \\
& ba + dc = 0
\end{cases} \quad Y = \begin{cases} 
\mathbb{C} & c \uparrow \downarrow d \\
\mathbb{C} & \leq b \leq \mathbb{C}^2 \leq \mathbb{C} \\
& f \\
ba, dc \leq C((2)) & ab = cd = ef = 0 \\
& ba + dc + fe = 0
\end{cases}
\]

Then \( \text{codim}(X \cap Y) = 1 \).

**PROOF.** We have (see the proofs of Lemmas 19, 21)

\[ X = \{(a_1, a_2), (b_1, -\frac{a_1}{a_2} b_1), (c_1, \frac{a_2}{a_1} c_1), (\frac{b_1 a_1}{c_1}, \frac{a_1 b_1 a_1}{c_1}, (e_1, e_2), 0)\} \]
\[ Y = \{(a_1, a_2), (b_1, -\frac{a_1}{a_2} b_1), (c_1, \frac{a_1}{a_2} c_1), (d_1, -\frac{a_1}{a_2} d_1), (e_1, \frac{a_1}{a_2} e_1), \]

\[ \left(\frac{b_1 a_1 + d_1 a_1}{e_1}, -\frac{a_1 b_1 a_1 + d_1 c_1}{e_1}\right)\}\].

Hence

\[ X \cap Y = \{(a_1, a_2), (b_1, -\frac{a_1}{a_2} b_1), (c_1, \frac{a_1}{a_2} c_1), (-\frac{b_1 a_1}{c_1}, \frac{a_1 b_1 a_1}{c_1}), (e_1, \frac{a_2}{a_1} e_1)\}\].

Thus \( \dim (X \cap Y) = 5 \). Since \( \dim X = \dim Y = 6 \) it follows that codimension of \( (X \cap Y) \) is equal 1.

\[ \square \]

**Theorem 17** 1) Two irreducible components of the variety \( \text{Rep}(\Pi(\mathbb{D}_l), \delta)_{\text{nil}} \) of the same type do not meet.

2) Two irreducible components of the variety \( \text{Rep}(\Pi(\mathbb{D}_l), \delta)_{\text{nil}} \) of type 1 and 3 do not meet.

3) A component \( C_l \) of type 1 meets a component \( C_{J_1, J_2} \) of type 2 if and only if

\[ J_2 = I \cap (\{\alpha_1, \alpha_2, \alpha_3, \alpha_4\} \setminus J_1) \]

4) A component \( C_{J_1, J_2} \) of type 2 meets a component \( C_{L_1, L_2} \) of type 3 if and only if

\[ J_1 \subset L_1 \quad \text{and} \quad L_2 = J_2 \cap (\{\alpha_1, \alpha_2, \alpha_3, \alpha_4\} \setminus L_1) \]

**PROOF.** 1) a) Suppose \( C_l \) and \( C'_l \) are the different components of type 1. Then there exists a subquiver \( Q = \bullet \rightarrow \bullet \) such that restriction of \( C_l \) and \( C'_l \) to this subquiver are the varieties of representations \( X \) and \( Y \) as in Lemma 18. So \( \text{codim}(C_l \cap C'_l) \geq 2 \), and thus \( C_l \) does not meet \( C'_l \).

b) Suppose \( C_{J_1, J_2} \) and \( C'_{J'_1, J'_2} \) are the different components of type 2. We use arguments similar as in a). There are 3 cases:

If \(|J_1 \cap J'_1|=2\) we apply Lemma 18.

If \(|J_1 \cap J'_1|=1\) we apply Lemma 19.

If \(|J_1 \cap J'_1|=0\) we apply Lemma 20.
c) Suppose \( C_{L_1,L_2} \) and \( C_{L_1',L_2'} \) are the different components of type 3. There are 2 cases:

If \(|L_1 \cap L_1| = 3\) we apply Lemma 18.

If \(|L_1 \cap L_1| = 2\) we apply Lemma 19.

2) It follows from Lemma 21.

3) If \( J_2 \neq I \cap (\{\alpha_1, \alpha_2, \alpha_3, \alpha_4\} \setminus J_1) \), then we use similar arguments as in 1). Since Lemma 18 it follows that \( \text{codim}(C_I \cap C_{J_1,J_2}) \geq 2 \). For the converse, by applying Lemma 20, we have \( \text{codim}(C_I \cap C_{J_1,J_2}) = 1 \).

4) If \( J_1 \not\subset L_1 \), without loss of generality, we suppose that

\[
X = \begin{cases}
  C_a \uparrow^d_c & Y = \begin{cases}
  C_a \uparrow^0_c & f \uparrow h_g \\
  C_b \uparrow^h_c & C^a \\
  C \uparrow e \in C((2)) & b, c, d, e \in C((2))
  \\
  ab - cd = ef = 0 & ef = 0 \in C((2))
  \\
  ba + dc + fe = 0 & fe + gh = 0
\end{cases}
\end{cases}
\]

We have (see the proofs of Lemmas 22 and Lemma 19):

\[
X = \{(a_1, a_2), (b_1, \frac{a_1}{a_2}b_1), (c_1, \frac{a_1}{a_2}c_1), (d_1, -\frac{a_1}{a_2}d_1), (e_1, \frac{a_1}{a_2}e_1),
\]

\[
(b_1, \frac{a_1}{a_2}b_1, c_1, \frac{a_1}{a_2}c_1, d_1, -\frac{a_1}{a_2}d_1, e_1, \frac{a_1}{a_2}e_1), (h_1, h_2, 0)\}.
\]

\[
Y = \{(a_1, a_2), 0, (c_1, c_2), 0, (e_1, e_2),
\]

\[
(f_1, \frac{a_1}{e_1}f_1, h_1, \frac{a_1}{e_1}h_1, \frac{-e_1}{h_1}h_1, 0)\}.
\]

Hence

\[
X \cap Y = \{(a_1, a_2), (c_1, \frac{a_2}{a_1}c_1), (e_1, \frac{a_2}{a_1}e_1), (h_1, \frac{a_2}{e_1}h_1), \}.
\]

Thus \( \dim (X \cap Y) = 6 \). Since \( \dim X = \dim Y = 8 \) it follows that \( \text{codim}(X \cap Y) = 2 \).
If $J_1 \subseteq L_1$ and $L_2 \not\supseteq J_2 \cap (\{\alpha_1,\alpha_2,\alpha_3,\alpha_4\} \setminus J_1)$, then from Lemma 18 it follows codim $(C_{J_1,J_2}) \geq 2$.

For the converse we apply Lemma 22.

To describe the intersection diagram $\Gamma(\overline{D}_4)$ of the variety \(\text{Rep}(\Pi(\overline{D}_4), \delta)_{\text{stab}}\) we take a 4-dimensional hypercube $H^4$. It has

- 16 vertices,
- 24 facets of dimension 2,
- 8 facets of dimension 3.

We write $O_i^1$, $i = 1, \ldots, 16$, for the vertices of $H^4$; write $O_j^2$, $i = j, \ldots, 24$, for the centers of the 2-facets and write $O_j^3$, $i = 1, \ldots, 8$, for the centers of the 3-facets. Then the intersection diagram $\Gamma(\overline{D}_4)$ of $\text{Rep}(\Pi(\overline{D}_4), \delta)_{\text{stab}}$ is described as follows.

**Theorem 18** The intersection diagram $\Gamma(\overline{D}_4)$ has 48 vertices. They are arranged in $H^4$ as follows.

The 16 vertices corresponding to the components of type 1 are the vertices $O_1^1$ of $H^4$. The 24 vertices corresponding to the components of type 2 are the centers $O_2^2$ of the 2-facets of $H^4$. The 8 vertices corresponding to the components of type 3 are the centers $O_3^3$ of the 3-facets of $H^4$.

Vertices $O_1^1$ and $O_j^2$ are connected by an edge if the vertex $O_1^1$ belongs to a 2-facet whose center is $O_j^2$.

Vertices $O_j^2$ and $O_k^3$ are connected by an edge if the 2-facet whose center is $O_j^2$ belongs to a 3-facet whose center is $O_k^3$.

**Proof.** We assume that $H^4 = [-1, 1]^4$. Then the coordinates of the points $O_1^1, O_j^2, O_k^3$ has the forms:

- $O_1^1 : (\pm 1, \pm 1, \pm 1, \pm 1)$
- $O_j^2 : (\pm 1, \pm 1, 0, 0)$
- $O_k^3 : (\pm 1, 0, 0, 0)$

We associate to the irreducible components of $\text{Rep}(\Pi(\overline{D}_4), \delta)_{\text{stab}}$ the set of points $O_1^1, O_j^2, O_k^3$ in $H^4$ by the following assignment:
A component $C_i$ of type 1 corresponds to a point $M_i^1$ in $H^4$, where $M_i^1$ denotes a point in $\mathbb{R}^4$ whose $i$-th coordinate is 1 if $\alpha_i \in I$, and is $-1$ if $\alpha_i \notin I$. Thus, $M_i^1$ is a vertex of $H^4$.

A component $C_{J_1,J_2}$ of type 2 corresponds to a point $M_{J_1,J_2}^2$ in $H^4$, where $M_{J_1,J_2}^2$ denotes a point in $\mathbb{R}^4$ whose $i$-th coordinate is 0 if $\alpha_i \in J_1$, is 1 if $\alpha_i \in J_2$, and is $-1$ if $\alpha_i \notin J_2$. Thus, $M_{J_1,J_2}^2$ is the center of a 2-facet of $H^4$.

A component $C_{L_1,L_2}$ of type 3 corresponds to a point $M_{L_1,L_2}^3$ in $H^4$, where $M_{L_1,L_2}^3$ denotes a point in $\mathbb{R}^4$ whose $i$-th coordinate is 0 if $\alpha_i \in L_1$, is 1 if $\alpha_i \in L_2$, and is $-1$ if $\alpha_i \notin L_2$. Thus, $M_{L_1,L_2}^3$ is the center of a 3-facet of $H^4$.

By Theorem 17 the component $C_i$ of type 1 meets the component $C_{J_1,J_2}$ of type 2 if and only if

$$J_2 = I \cap \{\alpha_1, \alpha_2, \alpha_3, \alpha_4\} \setminus J_1$$

This means the $i$-coordinates of the corresponding points $M_i^1$ and $M_{J_1,J_2}^2$ are the same for two different values of $i \in \{1, 2, 3, 4\}$, i.e. the points $M_i^1$ and $M_{J_1,J_2}^2$ have the distance $\sqrt{2}$. In other words $M_i^1$ belongs to an 2-facet whose center is $M_{J_1,J_2}^2$.

We use a similar argument for the other cases. \qed

The intersection diagram $\Gamma(\widetilde{\mathbb{D}_4})$ of $\text{Rep}(\Pi(\mathbb{D}_4, \delta))_{\text{stab}}$ is illustrated as in Figure 4 below. Here the 16 vertices of $H^4$ are marked by a thick dot $\bullet$, the 24 centers of the 2-facettes are marked by a star $\star$ and the 8 centers of 3-facettes with seven centers marked by $\circ$ and one center at infinity.
The intersection diagram $\Gamma(\tilde{D}_4)$

Figure 4
7.3 The action of the Weyl group on the intersection diagram $\Gamma(\tilde{D}_4)$

We consider the Dynkin quiver $Q$ of type $\tilde{D}_4$:

```
2
  |
  v
1 --- 0 --- 3
  |
  v
  4
```

The reflections $r_0, r_1, r_2, r_3, r_4 : \mathbb{Z}^Q \rightarrow \mathbb{Z}^Q$ which generate the Weyl group are given by (see Sect. 3.6):

\[
\begin{align*}
    r_0(t_0, t_1, t_2, t_3, t_4) &= (-t_0 + t_1 + t_2 + t_3 + t_4, t_1, t_2, t_3, t_4), \\
    r_1(t_0, t_1, t_2, t_3, t_4) &= (t_0, t_0 - t_1, t_2, t_3, t_4), \\
    r_2(t_0, t_1, t_2, t_3, t_4) &= (t_0, t_1, t_0 - t_2, t_3, t_4), \\
    r_3(t_0, t_1, t_2, t_3, t_4) &= (t_0, t_1, t_2, t_0 - t_3, t_4), \\
    r_4(t_0, t_1, t_2, t_3, t_4) &= (t_0, t_1, t_2, t_3, t_0 - t_4).
\end{align*}
\]

The reflections $r_0, r_1, r_2, r_3, r_4$ act as reflections on the set of dimension vectors. They induce an action on the set of irreducible components of the variety $\text{Rep}(\Pi(\tilde{D}_4, \delta))$:

\[
    r_i : \text{Irr}(\text{Rep}(\Pi(\tilde{D}_4, \delta))) \rightarrow \text{Irr}(\text{Rep}(\Pi(\tilde{D}_4, \delta)))
\]

We shall describe this action in the following lemma.

**Lemma 23** 1) The action of the reflections $r_k$, for $k = 1, 2, 3, 4$.

Let $C_I$ be a component of type 1 and let $C_{J_1, J_2}$ be a component of type 2 or of type 3. Then

\[
\begin{align*}
    r_k(C_I) &= \begin{cases} 
        C_I \setminus \{\alpha_k\} & \text{if } \alpha_k \in I \\
        C_I \cup \{\alpha_k\} & \text{if } \alpha_k \notin I
    \end{cases} \\
    r_k(C_{J_1, J_2}) &= \begin{cases} 
        C_{J_1, J_2} & \text{if } \alpha_k \in J_1 \\
        C_{J_1, J_2} \setminus \{\alpha_k\} & \text{if } \alpha_k \in J_2 \\
        C_{J_1, J_2} \cup \{\alpha_k\} & \text{if } \alpha_k \notin J_2.
    \end{cases}
\end{align*}
\]
2) The action of the reflection $r_0$.

Let $C_1$ be a component of type 1, $C_{J_1,J_2}$ be a component of type 2, and $C_{L_1,L_2}$ be a component of type 3. Then

\[
C_{\alpha \gamma, I} \quad \text{if} \quad |I| = 1 \\
C_1 \quad \text{if} \quad |I| = 2 \\
C_{I, \varnothing} \quad \text{if} \quad |I| = 3 \\
C_{\varnothing} \quad \text{if} \quad |I| = 4 \\
C_{J_1,J_2} \quad \text{if} \quad |J_2| = 1 \\
C_{\alpha \gamma, J_1,J_2} \quad \text{if} \quad |J_2| = 0 \\
C_{\alpha \gamma, J_1, \varnothing} \quad \text{if} \quad |J_2| = 2 \\
C_{L_1} \quad \text{if} \quad |L_2| = 0 \\
C_{L_2} \quad \text{if} \quad |L_2| = 1
\]

PROOF. It follows from Table 1 of the dimension vectors of indecomposable subrepresentations of $\text{Rep}(\mathbb{D}_4, \delta)_{\text{ad}}$. We calculate for some cases:

\[
\begin{array}{cccccccccccc}
\downarrow \rightarrow & \downarrow & \rightarrow & \downarrow & \rightarrow & \downarrow & \rightarrow & \downarrow & \rightarrow & \downarrow & \rightarrow & \downarrow \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
\uparrow & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
\end{array}
\]

\[
\downarrow \rightarrow \quad \downarrow & \rightarrow & \downarrow & \rightarrow & \downarrow & \rightarrow & \downarrow & \rightarrow & \downarrow & \rightarrow & \downarrow & \rightarrow \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
\uparrow & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
\end{array}
\]
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<p>| $\uparrow$ | $\rightarrow$ | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 0 |
| $\rightarrow\rightarrow$ | 000 | 001 | 000 | 010 | 011 | 011 | 011 | 011 | 021 |
| $\downarrow$ | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 |
| $\rightarrow\leftarrow$ | 010 | 011 | 010 | 010 | 011 | 011 | 011 | 021 | 010 | 011 |
| $\downarrow$ | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 |
| $\uparrow\downarrow$ | 010 | 011 | 010 | 011 | 011 | 021 | 010 | 011 |
| $\downarrow\rightarrow\rightarrow$ | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| $\downarrow$ | 111 | 001 | 000 | 011 | 011 | 011 | 111 |
| $\rightarrow\leftarrow$ | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| $\rightarrow\rightarrow$ | 000 | 010 | 011 | 010 | 011 | 021 |
| $\uparrow\downarrow$ | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 |
| $\downarrow\rightarrow\rightarrow$ | 010 | 011 | 010 | 011 | 011 | 021 | 010 | 011 |
| $\downarrow$ | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| $\rightarrow\rightarrow$ | 010 | 011 | 010 | 011 | 011 | 021 | 010 | 011 |
| $\uparrow\downarrow$ | 110 | 111 | 110 | 111 | 100 | 121 |
| $\downarrow\rightarrow\rightarrow$ | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 |</p>
<table>
<thead>
<tr>
<th>Components</th>
<th>Dimension of indecomposable subrepresentations</th>
</tr>
</thead>
<tbody>
<tr>
<td>↓</td>
<td>0 0 0 0 1 0 0 1 1 0 1 1</td>
</tr>
<tr>
<td>➔</td>
<td>0 1 1 0 1 1 0 0 1 1 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 0 0 0 1 1 0 1</td>
</tr>
<tr>
<td>↓</td>
<td>0 0 1 0 0 0 0 0 1 1 0 1</td>
</tr>
<tr>
<td>➔</td>
<td>0 0 1 1 0 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 0 1 0 0 1 1 0</td>
</tr>
<tr>
<td>↑</td>
<td>0 1 1 1 0 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>➔</td>
<td>0 0 0 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 1 1 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 1 1 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>➔</td>
<td>0 0 0 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 1 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 1 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>➔</td>
<td>0 0 0 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 1 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>➔</td>
<td>0 0 0 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 1 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>➔</td>
<td>0 0 0 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 1 0 0 0 0 0 1 0 0 1</td>
</tr>
<tr>
<td>Components</td>
<td>Dimension of indecomposable subrepresentations</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>( \uparrow \downarrow ) ( \rightarrow \rightarrow )</td>
<td>0 0 0 1 1 1 1 1 1 1 21</td>
</tr>
<tr>
<td>( \uparrow ) ( \rightarrow \rightarrow )</td>
<td>0 0 0 1 0 1 0 1 1 1 0 21</td>
</tr>
<tr>
<td>( \downarrow \rightarrow \rightarrow )</td>
<td>0 0 0 0 0 0 0 0 0 0 1</td>
</tr>
<tr>
<td>( \downarrow \downarrow ) ( \rightarrow \rightarrow )</td>
<td>0 0 1 1 0 1 0 0 0 0 0 1 21</td>
</tr>
<tr>
<td>( \leftarrow \leftarrow \rightarrow \rightarrow )</td>
<td>0 0 1 1 0 1 0 1 1 1 1 21</td>
</tr>
<tr>
<td>( \leftarrow \rightarrow \rightarrow \downarrow \downarrow )</td>
<td>0 0 1 1 0 1 0 0 0 0 0 0</td>
</tr>
<tr>
<td>( \uparrow \uparrow \rightarrow \rightarrow )</td>
<td>0 0 0 1 1 1 1 1 1 1 0 21</td>
</tr>
<tr>
<td>( \rightarrow \rightarrow \rightarrow \uparrow \uparrow )</td>
<td>0 0 0 1 1 1 1 1 1 1 1 0 21</td>
</tr>
<tr>
<td>( \leftarrow \leftarrow \rightarrow \rightarrow \downarrow \downarrow )</td>
<td>0 0 0 1 1 0 0 0 0 0 0 0 1 21</td>
</tr>
<tr>
<td>( \rightarrow \rightarrow \rightarrow \leftarrow \leftarrow )</td>
<td>0 0 0 1 1 1 1 1 1 1 1 0 21</td>
</tr>
<tr>
<td>( \downarrow \downarrow \rightarrow \rightarrow )</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 1 21</td>
</tr>
<tr>
<td>( \rightarrow \rightarrow \rightarrow \downarrow \downarrow )</td>
<td>0 0 0 1 1 1 1 1 1 1 1 0 21</td>
</tr>
</tbody>
</table>
| \( \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \right...
<table>
<thead>
<tr>
<th>Components</th>
<th>Dimension of indecomposable subrepresentations</th>
</tr>
</thead>
<tbody>
<tr>
<td>↑↓</td>
<td>0 0 0 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↓</td>
<td>0 0 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←→</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←↓</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>←. →</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>↑</td>
<td>0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Components</th>
<th>Dimension of indecomposable subrepresentations</th>
</tr>
</thead>
<tbody>
<tr>
<td>↑↓</td>
<td>0 0 1 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>⇐ ⇐</td>
<td>010 011 010 110 011 110 111 111 111 121</td>
</tr>
<tr>
<td>↑↓</td>
<td>0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>⇐ ⇐</td>
<td>010 010 011 010 011 011 010 011 011 021</td>
</tr>
<tr>
<td>↑↓</td>
<td>0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>⇐ ⇐</td>
<td>010 110 010 011 110 011 111 111 111 121</td>
</tr>
<tr>
<td>↑↓</td>
<td>0 1 0 0 1 0 1 1 0 1 1 1 1</td>
</tr>
<tr>
<td>⇐ ⇐</td>
<td>010 010 110 010 110 110 010 110 110 120</td>
</tr>
<tr>
<td>↑↓</td>
<td>0 0 1 0 0 1 0 1 1 0 1 1 1 1</td>
</tr>
<tr>
<td>⇐ ⇐</td>
<td>000 010 010 011 110 011 111 111 111 111</td>
</tr>
<tr>
<td>↑↓</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>← ⇐</td>
<td>100 110 111 110 110 111 110 111 111</td>
</tr>
<tr>
<td>↑↓</td>
<td>0 0 1 0 0 1 0 1 1 0 1 1 1</td>
</tr>
<tr>
<td>⇐ ⇐</td>
<td>000 010 010 110 011 110 111 011 111</td>
</tr>
<tr>
<td>↑↓</td>
<td>0 0 1 0 0 1 0 1 1 0 1 1 1</td>
</tr>
<tr>
<td>⇐ ⇐</td>
<td>001 011 111 011 011 111 011 111 111</td>
</tr>
<tr>
<td>↑↓</td>
<td>0 0 1 0 0 1 0 1 1 0 1 1 1</td>
</tr>
<tr>
<td>⇐ ⇐</td>
<td>010 010 011 010 110 110 011 011 110</td>
</tr>
<tr>
<td>↑↓</td>
<td>0 0 1 0 0 1 0 1 1 0 1 1 1</td>
</tr>
<tr>
<td>⇐ ⇐</td>
<td>010 111 110 111 011 111 111 111</td>
</tr>
<tr>
<td>↑↓</td>
<td>1 0 1 0 1 1 1 0 1</td>
</tr>
</tbody>
</table>

The dimension vectors of indecomposable subrepresentations of the irreducible components of $\text{Rep}(\Pi(D_k), \delta)_{\text{nil}}$

Table 1
7.4 The nilpotent variety $\text{Rep}(\Pi(\widetilde{\mathbb{D}_5}), \delta)_{\text{nil}}$

Let $\overline{Q}(\Gamma) = (\overline{Q}_0, \overline{Q}_1, s, t)$ be the McKay quiver of type $\widetilde{\mathbb{D}_5}$. We assume that $\overline{Q}_0 = \{1, 2, 3, 4, 6\}$ and that $\overline{Q}_1$ consists of the arrows

\[
\begin{align*}
\alpha_1 &: 1 \to 3 \quad \alpha^*_1 : 3 \to 1 \\
\alpha_2 &: 2 \to 3 \quad \alpha^*_2 : 3 \to 2 \\
\alpha_3 &: 3 \to 4 \quad \alpha^*_3 : 4 \to 3 \\
\alpha_4 &: 4 \to 5 \quad \alpha^*_4 : 5 \to 4 \\
\alpha_5 &: 4 \to 6 \quad \alpha^*_5 : 6 \to 4.
\end{align*}
\]

Since $\delta = (1, 1, 2, 2, 1, 1)$ we have

\[
\text{Rep}(\Pi(\widetilde{\mathbb{D}_5}), \delta) = \{(a_i, a^*_i) | (a_i, a^*_i) \in \mathbb{C}^2 \oplus \mathbb{C}^2, i = 1, 2, 4, 5 \\
(a_3, a^*_3) \in \mathbb{C}^4 \\
a^*_1 a_1 = 0, a^*_2 a_2 = 0, a_4 a^*_4 = 0, a_5 a^*_5 = 0 \\
a^*_3 a_3 - a_1 a^*_1 - a_2 a^*_2 = 0 \\
a^*_4 a_4 + a^*_5 a_5 - a_3 a^*_3 = 0\}.
\]

Let $\Omega$ be the subset of $\overline{Q}_1$ consisting of all arrows $\alpha_i, i = 1, 2, 3, 4, 5$. The nilpotent variety $\text{Rep}(\Pi(\widetilde{\mathbb{D}_5}), \delta)_{\text{nil}}$ has 174 irreducible components. We shall describe these components in detail.

1) The components of type 1.

Let $J_1 = \{\alpha_3, \alpha_k, \alpha_l | k < 3 < l\}$ be a subset consisting of 3 elements of $\Omega$ and let $J_2$ be a subset of $\Omega \setminus J_1$. We define

\[
C_{J_1,J_2}^{\overline{\mathbb{D}_5}} := \text{Cl}(\{(a_i, a^*_i) \in \text{Rep}(\Pi(\widetilde{\mathbb{D}_5}), \delta) | a^*_i = 0 \text{ for } \alpha_i \in J_2, \\
a_j = 0 \text{ for } \alpha_j \notin J_1 \cup J_2 \\
\text{rank } a_3 = 2, \text{ rank } a^*_3 = 1, \\
a_3 a^*_3, a^*_3 a_3 \in C((2))\})
\]
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\[ C_{J_1,J_2}^\rightarrow := \text{Cl}(\{(a_i,a_i^*) \in \text{Rep}(\Pi(\mathbb{D}_b),\delta) \mid a_i^* = 0 \text{ for } a_i \in J_1, \]
\[ a_j = 0 \text{ for } a_j \notin J_1 \cup J_2, \]
\[ \text{rank } a_3 = 1, \text{ rank } a_5^* = 2, \]
\[ a_3 a_3^*, a_5^* a_3 \in C((2)) \}). \]

Then \( C_{J_1,J_2}^\rightarrow \) and \( C_{J_1',J_2}^\rightarrow \) are the irreducible components of the variety \( \text{Rep}(\Pi(\mathbb{D}_b),\delta)_{n\mathbb{Z}} \). They are called the components of type 1. There are 32 components of type 1.

2) The components of type 2.

2a) Let \( I \) be a subset of \( \Omega \). We define

\[ C_I := \text{Cl}(\{(a_i,a_i^*) \in \text{Rep}(\Pi(\mathbb{D}_b),\delta) \mid a_i^* = 0 \text{ for } a_i \in I, \]
\[ a_j = 0 \text{ for } a_j \notin I \} \]

2b) Let \( J_1 = \{\alpha_3,\alpha_k\} \) be a subset consisting of 2 elements of \( \Omega \), and let \( J_2 \) be a subset of \( \Omega \setminus J_1 \). We define

\[ C_{(\alpha_3,\alpha_3,3>k),J_2}^\rightarrow := \text{Cl}(\{(a_i,a_i^*) \in \text{Rep}(\Pi(\mathbb{D}_b),\delta) \mid a_i^* = 0 \text{ for } a_i \in J_2, \]
\[ a_j = 0 \text{ for } a_j \notin J_1 \cup J_2, \]
\[ a_3 a_3^* = 0, a_5^* a_3 \in C((2)) \}). \]

\[ C_{(\alpha_3,\alpha_3,3<k),J_2}^\leftarrow := \text{Cl}(\{(a_i,a_i^*) \in \text{Rep}(\Pi(\mathbb{D}_b),\delta) \mid a_i^* = 0 \text{ for } a_i \in J_2, \]
\[ a_j = 0 \text{ for } a_j \notin J_1 \cup J_2, \]
\[ a_3 a_3^* \in C((2)), a_5^* a_3 = 0 \}). \]

2c) Let \( J_1 = \{\alpha_3,\alpha_k,\alpha_l,\alpha_m\} \) be a subset consisting of 4 elements of \( \Omega \) and let \( J_2 \) be a subset of \( \Omega \setminus J_1 \). We define

\[ C_{J_1,J_2}^\rightarrow := \text{Cl}(\{(a_i,a_i^*) \in \text{Rep}(\Pi(\mathbb{D}_b),\delta) \mid a_i^* = 0 \text{ for } a_i \in J_2, \]
\[ a_j = 0 \text{ for } a_j \notin J_1 \cup J_2, \]
\[ \text{rank } a_3 = 2, \text{ rank } a_5^* = 1, \]
\[ a_3 a_3^*, a_5^* a_3 \in C((2)) \}). \]

\[ C_{J_1,J_2}^\leftarrow := \text{Cl}(\{(a_i,a_i^*) \in \text{Rep}(\Pi(\mathbb{D}_b),\delta) \mid a_i^* = 0 \text{ for } a_i \in J_2, \]
\[ a_j = 0 \text{ for } a_j \notin J_1 \cup J_2, \]
\[ \text{rank } a_3 = 1, \text{ rank } a_5^* = 2, \]
\[ a_3 a_3^*, a_5^* a_3 \in C((2)) \}). \]
There are 32 components in the case 2a), 32 components in the case 2b), and 16 components in the case 2c). We call them the components of type 2.

3) The components of type 3.

3a) Let \( J_1 = \{\alpha_k, \alpha_l; k, l \neq 3; |k - l| = 1\} \) be a subset consisting of 2 elements of \( \Omega \) and let \( J_2 \) be a subset of \( \Omega \ \setminus \ J_1 \). We define

\[
C_{J_1, J_2} := \text{Cl}(\{ (\alpha_i, \alpha_i^*)_i \in \text{Rep}(\Pi(\widetilde{D}_k)), \delta) \mid a_i^* = 0 \text{ for } \alpha_i \in J_2, \ a_j = 0 \text{ for } \alpha_j \notin J_1 \cup J_2 \}).
\]

3b) Let \( J_1 = \{\alpha_3\} \) be a subset of \( \Omega \) and let \( J_2 \) be a subset of \( \Omega \ \setminus \ J_1 \). We define

\[
C_{\{\alpha_3\}, J_2} := \text{Cl}(\{ (\alpha_i, \alpha_i^*)_i \in \text{Rep}(\Pi(\widetilde{D}_k)), \delta) \mid a_i^* = 0 \text{ for } \alpha_i \in J_2, \ a_j = 0 \text{ for } \alpha_j \notin \{\alpha_3\} \cup J_2 \}).
\]

3c) Let \( J_1 = \{\alpha_3, \alpha_k, \alpha_l, \alpha_m\} \) be a subset consisting of 4 elements of \( \Omega \) and let \( J_2 \) be a subset of \( \Omega \ \setminus \ J_1 \). We define

\[
C_{\{\alpha_3, \alpha_k, \alpha_l, \alpha_m; k, l \geq 3\}, J_2} := \text{Cl}(\{ (\alpha_i, \alpha_i^*)_i \in \text{Rep}(\Pi(\widetilde{D}_k)), \delta) \mid a_i^* = 0 \text{ for } \alpha_i \in J_2, \ a_j = 0 \text{ for } \alpha_j \notin J_1 \cup J_2 \ a_3a_3^* = 0, a_3^2a_3 \in C((2)) \}).
\]

\[
C_{\{\alpha_3, \alpha_k, \alpha_l, \alpha_m; k, l < 3\}, J_2} := \text{Cl}(\{ (\alpha_i, \alpha_i^*)_i \in \text{Rep}(\Pi(\widetilde{D}_k)), \delta) \mid a_i^* = 0 \text{ for } \alpha_i \in J_2, \ a_j = 0 \text{ for } \alpha_j \notin J_1 \cup J_2 \ a_3a_3^* \in C((2)), a_3^3a_3^* = 0 \}).
\]

There are 16 components in the case 3a), 16 components in the case 3b), and 8 components in the case 3c). We call them the components of type 3.

4) The components of type 4.

4a) Let \( J_1 = \{\alpha_3, \alpha_k, \alpha_l; |k - l| = 1\} \) be a subset consisting of 3 elements of \( \Omega \) and let \( J_2 \) be a subset of \( \Omega \ \setminus \ J_1 \). We define

\[
C_{J_1, J_2} := \text{Cl}(\{ (\alpha_i, \alpha_i^*)_i \in \text{Rep}(\Pi(\widetilde{D}_k)), \delta) \mid a_i^* = 0 \text{ for } \alpha_i \in J_2, \ a_j = 0 \text{ for } \alpha_j \notin J_1 \cup J_2 \}).
\]
4b) Let $J_1 = \{\alpha_1, \alpha_2, \alpha_4, \alpha_5\}$ be a subset consisting of 4 elements of $\Omega$ and let $J_2$ be a subset of $\Omega \setminus J_1$. We define

\[
C_{J_1,J_2} := \text{Cl} \{ (\alpha_i, \alpha_j^*) \in \text{Rep}(\Pi(\mathbb{D}_R), \delta) \mid \begin{align*}
\alpha_i^* &= 0 \text{ for } \alpha_i \in J_2, \\
\alpha_j &= 0 \text{ for } \alpha_j \notin J_1 \cup J_2 \}
\}
\]

There are 8 components in the case 4a) and 2 components in the case 4b). We call them the components of type 4.

5) The components of type $G$.

G1) Let $J_1 = \{\alpha_3, \alpha_k, \alpha_l\}$ be a subset consisting of 3 elements of $\Omega$ and let $J_2$ be a subset of $\Omega \setminus J_1$. We define

\[
C_{\{\alpha_3, \alpha_k, \alpha_l\}; k < 3, J_2} := \text{Cl} \{ (\alpha_i, \alpha_i^*) \in \text{Rep}(\Pi(\mathbb{D}_R), \delta) \mid \begin{align*}
\alpha_i^* &= 0 \text{ for } \alpha_i \notin J_2, \\
\alpha_i &= 0 \text{ for } \alpha_i \notin J_1 \cup J_2 \\
a_3 a_3^* &= 0, a_3^* a_3 \in C(2) \}
\}
\]

\[
C_{\{\alpha_3, \alpha_k, \alpha_l\}; a_3; k > 3, J_2} := \text{Cl} \{ (\alpha_i, \alpha_i^*) \in \text{Rep}(\Pi(\mathbb{D}_R), \delta) \mid \begin{align*}
\alpha_i^* &= 0 \text{ for } \alpha_i \in J_2, \\
\alpha_i &= 0 \text{ for } \alpha_i \notin J_1 \cup J_2 \\
a_3 a_3^* &= 0, a_3^* a_3 \in C(2) \}
\}
\]

G2) We define

\[
C_\Omega^< := \text{Cl} \{ (\alpha_i, \alpha_i^*) \in \text{Rep}(\Pi(\mathbb{D}_R), \delta) \mid \begin{align*}
\text{rank} \ a_3 &= 2, \text{rank} \ a_3^* = 1, \\
a_3 a_3^*, a_3^* a_3 \in C(2) \}
\}
\]

\[
C_\Omega^> := \text{Cl} \{ (\alpha_i, \alpha_i^*) \in \text{Rep}(\Pi(\mathbb{D}_R), \delta) \mid \begin{align*}
\text{rank} \ a_3 &= 1, \text{rank} \ a_3^* = 2, \\
a_3 a_3^*, a_3^* a_3 \in C(2) \}
\}
\]

G3) We define

\[
C_\Omega^\leq := \text{Cl} \{ (\alpha_i, \alpha_i^*) \in \text{Rep}(\Pi(\mathbb{D}_R), \delta) \mid a_3 a_3^* \in C(2), a_3^* a_3 = 0 \}
\]

\[
C_\Omega^\geq := \text{Cl} \{ (\alpha_i, \alpha_i^*) \in \text{Rep}(\Pi(\mathbb{D}_R), \delta) \mid a_3^* a_3 = 0, a_3^* a_3 \in C(2) \}
\]
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There are 8 components in the case $G1$), 2 components in the case $G2$), and 2 components in the case $G3$).

**Lemma 24** The components of type $G$ are the ghost component, i.e. they are not stable.

**PROOF.** The components $C_{\{\alpha_5, \alpha_4, \alpha_2; \alpha_m; k; l, 3\}}$, $C_{\Omega}$ and $C_{\Omega}^+$ of type $G$ have two subrepresentations whose dimension vectors are:

$$\delta_1' = (0, 0, 0, 1, 0, 0) \text{ and } \delta_2' = (1, 1, 1, 2, 1, 1).$$

Thus, they are not stable because $\theta(\delta_1') \theta(\delta_2') < 0$ for all $\theta \in \mathbb{H}(\delta)$. \qed

**Lemma 25** The local intersection of the irreducible components of the variety $\text{Rep}(\Pi(D)); 3)$ is given in Table 3.

**PROOF.** We calculate, for example, the codimension of $X \cap Y$ with

$$X = \begin{array}{c}
\mathbb{C} \\
C^2 \uparrow b \\
C^2 \uparrow A \\
BA \in C((2)) \\
AB = 0 \\
ba, dc \in C((2)) \\
ab = cd = 0 \\
ba + dc = 0
\end{array}
\quad Y = \begin{array}{c}
\mathbb{C} \\
C^2 \uparrow b \\
C^2 \uparrow A \\
BA, AB \in C((2)) \\
\text{rank}(A) = 2; \text{rank}(B) = 1 \\
ba, dc \in C((2)) \\
ab = cd = 0 \\
ba + dc = AB
\end{array}$$

We have

Let

$$a = (a_1, a_2) \quad b = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix} \quad c = (c_1, c_2) \quad d = \begin{pmatrix} d_1 \\ d_2 \end{pmatrix}.$$ 

Since $AB = 0$ and $BA \in C((2))$ we have

$$A = \begin{pmatrix} A_1 & A_1 \mu \\ A_2 & A_2 \mu \end{pmatrix} \quad B = \begin{pmatrix} B_1 & B_1 \lambda \\ B_2 & B_2 \lambda \end{pmatrix} \quad \text{with} \quad B_1 + B_2 \mu = 0.$$ 

Since $ab = 0; ba + dc = 0; ba, dc \in C((2))$ we have
\[
\begin{align*}
&b_1 a_1 + d_1 c_1 = 0 \\
&b_1 a_2 + d_1 c_2 = 0 \\
&b_2 a_1 + d_2 c_1 = 0 \\
&b_2 a_2 + d_2 c_2 = 0 \\
&b_1 a_1 + b_2 a_2 = 0 \\
&d_1 c_1 + d_2 c_2 = 0.
\end{align*}
\]

The equalities above give (see the proof in Lemma 19, Sect. 7.2)

\[
b_1 = -\frac{a_1}{a_2} b_1, \quad c_2 = \frac{a_2}{a_1} c_1, \quad d_1 = -\frac{b_1 a_1}{c_1}, \quad d_2 = -\frac{a_1 b_1}{a_2 c_1}.
\]

Thus \( \mathbf{X} \) is the set of complex matrices:

\[
\begin{pmatrix}
A_1 & A_1 \mu \\
A_2 & A_2 \mu
\end{pmatrix}
\begin{pmatrix}
B_1 & B_1 \lambda \\
B_2 & B_2 \lambda
\end{pmatrix}
(a_1 \quad a_2)
(b_1 \quad -\frac{a_1}{a_2} b_1)

\begin{pmatrix}
c_1 & \frac{a_2}{a_1} c_1 \\
-\frac{b_1 a_1}{c_2} & \frac{a_1 b_1}{c_2}
\end{pmatrix}
\text{ with } B_1 + B_2 \mu = 0.
\]

So \( \text{dim } \mathbf{X} = 9. \)

Since \( AB, BA \in C((2)) \), \( \text{rank}(A) = 2 \) and \( \text{rank}(B) = 1 \) we have

\[
A = \begin{pmatrix}
A_1 & A_3 \\
A_2 & A_4
\end{pmatrix}
B = \begin{pmatrix}
B_1 & B_1 \lambda \\
B_2 & B_2 \lambda
\end{pmatrix}
\text{ with } W_1 + W_2 \lambda = 0.
\]

where \( W_1 = A_1 B_1 + A_3 B_2 \) and \( W_2 = A_2 B_1 + A_4 B_2. \)

Since \( ab = 0; ba, dc \in C((2)) \) and \( ba + dc = AB \) we have

\[
\begin{align*}
&b_1 a_1 + d_1 c_1 = W_1 \\
&b_1 a_2 + d_1 c_2 = W_1 \lambda \\
&b_2 a_1 + d_2 c_1 = W_2 \\
&b_2 a_2 + d_2 c_2 = W_2 \lambda \\
&b_1 a_1 + b_2 a_2 = 0 \\
&d_1 c_1 + d_2 c_2 = 0.
\end{align*}
\]

It follows that (see the proof in Lemma 21, Sect. 7.2)

\[
a_1 c_2 = a_2 c_1, \quad b_1 d_2 = b_2 d_1
\]

The equalities above give

\[
a_2 = \lambda a_1, \quad b_2 = -\frac{1}{\lambda} b_1, \quad c_2 = \lambda c_1,
\]
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\[ d_1 = \frac{W_1 - b_1a_1}{c_1}, \quad d_2 = -\frac{1}{\lambda} \frac{W_1 - b_1a_1}{c_1}. \]

Thus \( Y \) is the set of complex matrices:

\[
\begin{pmatrix}
A_1 & A_3 \\
A_2 & A_4
\end{pmatrix}
\begin{pmatrix}
B_1 & B_1\lambda \\
B_2 & B_2\lambda
\end{pmatrix}
\begin{pmatrix}
a_1 & \lambda a_1 \\
b_1 & -\frac{1}{\lambda}b_1
\end{pmatrix}
\begin{pmatrix}
c_1 & \lambda c_1
\end{pmatrix}
\begin{pmatrix}
\frac{-W_1-b_1a_1}{c_1} & -\frac{1}{\lambda} \frac{W_1-b_1a_1}{c_1}
\end{pmatrix}
\]

with \( W_1 + W_2\lambda = 0 \).

So \( \dim Y = 9 \).

Hence \( X \cap Y \) is the set of matrices

\[
\begin{pmatrix}
A_1 & A_1\mu \\
A_2 & A_2\mu
\end{pmatrix}
\begin{pmatrix}
B_1 & B_1\lambda \\
B_2 & B_2\lambda
\end{pmatrix}
\begin{pmatrix}
a_1 & \lambda a_1 \\
b_1 & -\frac{1}{\lambda}b_1
\end{pmatrix}
\begin{pmatrix}
c_1 & \lambda c_1
\end{pmatrix}
\begin{pmatrix}
\frac{-b_1a_1}{c_1} & \frac{1}{\lambda} \frac{b_1a_1}{c_1}
\end{pmatrix}
\]

with \( B_1 + B_2\mu = 0 \).

So \( \dim(X \cap Y) = 8 \). This gives \( \text{codim} \ (X \cap Y) = 1 \). \( \square \)
<table>
<thead>
<tr>
<th>Components</th>
<th>#</th>
<th>Types</th>
<th>Components</th>
<th>#</th>
<th>Types</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Diagram" /></td>
<td>32</td>
<td>1</td>
<td><img src="image2" alt="Diagram" /></td>
<td>8</td>
<td>3c</td>
</tr>
<tr>
<td><img src="image3" alt="Diagram" /></td>
<td>32</td>
<td>2a</td>
<td><img src="image4" alt="Diagram" /></td>
<td>8</td>
<td>4a</td>
</tr>
<tr>
<td><img src="image5" alt="Diagram" /></td>
<td>32</td>
<td>2b</td>
<td><img src="image6" alt="Diagram" /></td>
<td>2</td>
<td>4b</td>
</tr>
<tr>
<td><img src="image7" alt="Diagram" /></td>
<td>16</td>
<td>2c</td>
<td><img src="image8" alt="Diagram" /></td>
<td>8</td>
<td>G1</td>
</tr>
<tr>
<td><img src="image9" alt="Diagram" /></td>
<td>16</td>
<td>3a</td>
<td><img src="image10" alt="Diagram" /></td>
<td>2</td>
<td>G2</td>
</tr>
<tr>
<td><img src="image11" alt="Diagram" /></td>
<td>16</td>
<td>3b</td>
<td><img src="image12" alt="Diagram" /></td>
<td>2</td>
<td>G3</td>
</tr>
</tbody>
</table>

The 174 irreducible components of $\text{Rep}(\Pi(D), \delta_{h\parallel})$

**Table 2**
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<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>codim (X∩Y)</th>
<th>X</th>
<th>Y</th>
<th>codim (X∩Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≡</td>
<td>≡</td>
<td>1</td>
<td>≡</td>
<td>≡</td>
<td>1</td>
</tr>
<tr>
<td>≡</td>
<td>≡</td>
<td>1</td>
<td>≡</td>
<td>≡</td>
<td>1</td>
</tr>
<tr>
<td>≡</td>
<td>≡</td>
<td>1</td>
<td>≡</td>
<td>≡</td>
<td>1</td>
</tr>
<tr>
<td>≡</td>
<td>≡</td>
<td>1</td>
<td>≡</td>
<td>≡</td>
<td>1</td>
</tr>
<tr>
<td>≡</td>
<td>≡</td>
<td>1</td>
<td>≡</td>
<td>≡</td>
<td>1</td>
</tr>
<tr>
<td>≡</td>
<td>≡</td>
<td>1</td>
<td>≡</td>
<td>≡</td>
<td>1</td>
</tr>
<tr>
<td>≡</td>
<td>≡</td>
<td>1</td>
<td>≡</td>
<td>≡</td>
<td>1</td>
</tr>
<tr>
<td>≡</td>
<td>≡</td>
<td>1</td>
<td>≡</td>
<td>≡</td>
<td>1</td>
</tr>
<tr>
<td>≡</td>
<td>≡</td>
<td>1</td>
<td>≡</td>
<td>≡</td>
<td>1</td>
</tr>
</tbody>
</table>

The local intersection

Table 3
Theorem 19 1) Two irreducible components of the variety $\text{Rep}(\Pi(\overline{\mathbb{D}}_3), \delta)^{\text{stab}}_{\text{rat}}$ of the same type do not meet.

2) Two irreducible components of the variety $\text{Rep}(\Pi(\overline{\mathbb{D}}_3), \delta)^{\text{stab}}_{\text{rat}}$ of type $i$ and $j$ with $|i - j| \neq 1$ do not meet.

3) The intersection of the components of type 1 and 2 is as follows.

3.1) A component $C_{J_1, J_2}^\rightarrow$ of type 1 meets a component $C_I$ of type 2a if and only if

$$\alpha_3 \in I \text{ and } J_2 = I \cap (\Omega \setminus J_1).$$

A component $C_{J_1, J_2}^\rightarrow$ of type 1 meets a component $C_I$ of type 2a if and only if

$$\alpha_3 \notin I \text{ and } J_2 = I \cap (\Omega \setminus J_1).$$

3.2) A component $C_{J_1, J_2}^\downarrow$ or $C_{J_1, J_2}^\uparrow$ of type 1 meets a component $C_{L_1, L_2}^\leftarrow$ of type 2a if and only if

$$L_1 \subset J_1 \text{ and } J_2 = L_2 \cap (\Omega \setminus J_1).$$

3.3) A component $C_{J_1, J_2}^\uparrow$ of type 1 meets a component $C_{L_1, L_2}^\leftarrow$ of type 2b if and only if

$$J_1 \subset L_1 \text{ and } J_2 = L_2 \cap (\Omega \setminus L_1).$$

A component $C_{J_1, J_2}^\uparrow$ of type 1 does not meet any component $C_{L_1, L_2}^\leftarrow$ of type 2c.

4) The intersection of the components of type 2 and 3 is as follows.

4.1) The components of type 2a and 3c do not meet. This is also true for the components of type 2b and 3a, and for the components of type 2c and 3b.

4.2) A component $C_I$ of type 2a meets a component $C_{J_1, J_2}^\uparrow$ of type 3a if and only if

$$J_2 = I \cap (\Omega \setminus J_1).$$

4.3) A component $C_I$ of type 2a meets a component $C_{\{\alpha_3\}, J_2}^\uparrow$ of type 3b if and only if

$$J_2 = I \cap (\Omega \setminus \{\alpha_3\}).$$
4.4) A component \( C_{J_1, J_2}^\prec \) or \( C_{J_1, J_2}^\rhd \) of type 2b meets a component \( C_{\{\alpha_3\}, L_2}^\prec \) of type 3b if and only if

\[
J_2 = L_2 \cap (\Omega \setminus J_1).
\]

4.5) A component \( C_{J_1, J_2}^\prec \) of type 2b meets a component \( C_{L_1, L_2}^\prec \) of type 3c if and only if

\[
J_1 \subset L_1 \text{ and } L_2 = J_2 \cap (\Omega \setminus L_1).
\]

A component \( C_{J_1, J_2}^\prec \) of type 2b does not meet any component \( C_{L_1, L_2}^\prec \) of type 3c.

4.6) A component \( C_{J_1, J_2}^\prec \) (resp. \( C_{J_1, J_2}^\rhd \)) of type 2c meets a component \( C_{L_1, L_2}^\prec \) of type 3a if and only if

\[
\alpha_3 \in L_2 \text{ (resp. } \alpha_3 \notin L_2) \text{ and } J_2 = L_2 \cap (\Omega \setminus J_1).
\]

4.6) A component \( C_{J_1, J_2}^\prec \) or \( C_{J_1, J_2}^\rhd \) of type 2c meets a component \( C_{L_1, L_2}^\prec \) of type 3c if and only if

\[
J_1 = L_1 \text{ and } J_2 = L_2.
\]

5) The intersection of the components of type 3 and 4 is as follows.

5.1) A component \( C_{J_1, J_2} \) of type 3a meets a component \( C_{L_1, L_2} \) of type 4a if and only if

\[
J_1 \subset L_1 \text{ and } L_2 = J_2 \cap (\Omega \setminus L_1).
\]

5.2) A component \( C_{\{\alpha\}, J_2} \) of type 3b meets a component \( C_{L_1, L_2} \) of type 4a if and only if

\[
L_2 = J_2 \cap (\Omega \setminus L_1).
\]

5.3) A component \( C_{J_1, J_2}^\prec \) or \( C_{J_1, J_2}^\rhd \) of type 3c meets a component \( C_{L_1, L_2} \) of type 4a if and only if

\[
L_1 \subset J_1 \text{ and } J_2 = L_2 \cap (\Omega \setminus J_1).
\]

A component of type 4b does not meet any component of type 3b and 3c.

PROOF. All statements follow from Table 3 of local intersection in Lemma 25. We check a few cases. For example:
1) The two components
\[ C_{\{a_1, a_3, a_4\}, \{a_5\}} \quad \text{and} \quad C_{\{a_3, a_4, a_5\}} \]
of type 1 and 3b do not meet because there exists a subquiver
\[ Q = \bullet \rightarrow \bullet \rightarrow \bullet \rightarrow \bullet \]
such that restriction of these components to the quiver \( Q \) are the varieties of representations
\[ \begin{align*}
X &= \quad \quad \quad \quad \quad \quad \quad \\
Y &= \quad \quad \quad \quad \quad \quad \quad
\end{align*} \]
From Table 3 we have \( \text{codim}(X \cap Y) = 2 \).

2) Let
\[ C_{\{a_1, a_3, a_4\}, \{a_5\}} \quad \text{and} \quad C_{\{a_3, a_4, a_5\}} \]
be the two components of type 1 and 2a. We have
\[ \text{codim} \left( C_{\{a_1, a_3, a_4\}, \{a_5\}} \cap C_{\{a_3, a_4, a_5\}} \right) = \text{codim} \left( X \cap Y \right) \]
where \( X \) and \( Y \) are the varieties of representations
\[ \begin{align*}
X &= \quad \quad \quad \quad \quad \quad \quad \\
Y &= \quad \quad \quad \quad \quad \quad \quad
\end{align*} \]
From Table 3 we have \( \text{codim}(X \cap Y) = 1 \). So the component \( C_{\{a_1, a_3, a_4\}, \{a_5\}} \) meets the component \( C_{\{a_3, a_4, a_5\}} \).
REMARK. Each component of type 2 meets 4 components of type 1 (Figure 5), each component of type 3 meets 6 components of type 2 (Figure 6), and each component of type 4 meets 8 components of type 3 (Figure 7). Hence, to describe the intersection diagram $\Gamma(\mathbb{D}_\pi)$ of the irreducible components of the variety $\text{Rep}(\Pi(\mathbb{D}_\pi), \delta)^{\text{stab}}$ we take a 5-dimensional hypercube $H^5$. It has

- 32 vertices
- 80 edges
- 80 facets of dimension 2
- 40 facets of dimension 3
- 10 facets of dimension 4.

Then the intersection diagram $\Gamma(\mathbb{D}_\pi)$ is described as follows.

**Theorem 20.** The intersection diagram $\Gamma(\mathbb{D}_\pi)$ has 162 vertices. They are arranged in the 5-dimensional cube $H^5$ as follows.

The 32 vertices corresponding to the components of type 1 are the vertices $O_i^1$, $i = 1, \ldots, 32$, of $H^5$. The 80 vertices corresponding to the components of type 2 are the centers $O_j^2$, $j = 1, \ldots, 80$, of the 2-facets of $H^5$. The 40 vertices corresponding to the components of type 3 are the centers $O_k^3$, $k = 1, \ldots, 40$, of the 3-facets of $H^5$. The 10 vertices corresponding to the components of type 4 are the centers $O_h^4$, $h = 1, \ldots, 10$, of the 4-facets of $H^5$.

Vertices $O_i^1$ and $O_j^2$ are connected by an edge if the vertex $O_i^1$ belongs to a 2-facet whose center is $O_j^2$.

Vertices $O_k^3$ and $O_j^2$ are connected by an edge if the 2-facet whose center is $O_j^2$ belongs to a 3-facet whose center is $O_k^3$.

Vertices $O_h^4$ and $O_k^3$ are connected by an edge if the 3-facet whose center is $O_k^3$ belongs to a 4-facet whose center is $O_h^4$.

**CONJECTURE.** One may hope that the following statements might be true:

1) The number of stable components of $\text{Rep}(\Pi(\mathbb{D}_\pi), \delta)^{\text{nil}}$ is
\[
\sum_{\substack{k=0 \\
\quad \, k \neq 1}}^{n-1} \binom{k}{n_l} 2^{n-k}
\]

where \( \binom{k}{n_l} 2^{n-k} \) is the number of k-facettes in a n-dimensional cube \( H^n \).

2) One can describe the intersection diagram \( \Gamma(\mathbb{D}_n) \) by induction on \( n \) the intersection diagram \( \Gamma(\mathbb{D}_5) \).
A component of type 2 meets
4 components of type 1

**Figure 5**
A component of type 3 meets
6 components of type 2

Figure 6
A component of type 4 meets 8 components of type 3

Figure 7
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